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Abstract

We develop the concept of integral Menger curvature for a large class of nonsmooth surfaces.
We prove uniform Ahlfors regularity and aC1,λ-a-priori bound for surfaces for which this func-
tional is finite. In fact, it turns out that there is an explicit length scaleR > 0 which depends
only on an upper boundE for the integral Menger curvatureMp(Σ) and the integrability expo-
nentp, andnot on the surfaceΣ itself; below that scale, each surface with energy smaller than
E looks like a nearly flat disc with the amount of bending controlled by the (local)Mp-energy.
Moreover, integral Menger curvature can be defined a priori for surfaces with self-intersections
or branch points; we prove that a posteriori all such singularities are excluded for surfaces with
finite integral Menger curvature. By means of slicing and iterative arguments we bootstrap the
Hölder exponentλ up to the optimal one,λ = 1 − (8/p), thus establishing a new geometric
‘Morrey-Sobolev’ imbedding theorem.

As two of the various possible variational applications we prove the existence of surfaces in
given isotopy classes minimizing integral Menger curvature with a uniform bound on area, and of
area minimizing surfaces subjected to a uniform bound on integral Menger curvature.

Mathematics Subject Classification (2000): 28A75, 49Q10, 49Q20, 53A05, 53C21, 46E35
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1 Introduction

For three different non-collinear pointsx, y, z ∈ Rn the expression

R(x, y, z) :=
|x− y||x− z||y − z|

4A(x, y, z)
, (1.1)

whereA(x, y, z) is the area of the triangle with vertices atx, y and z, provides the radius of the
uniquely defined circumcircle throughx, y, and z. This gives rise to a family ofintegral Menger
curvatures1, that is, geometric curvature energies of the form

Mp(E) :=
∫

E

∫

E

∫

E

1
Rp(x, y, z)

dH 1(x) dH 1(y) dH 1(z), p ≥ 1, (1.2)

defined on one-dimensional Borel setsE ⊂ Rn. According to a remarkable result of J.C. Léger [14]
such setsE with Hausdorff measureH 1(E) ∈ (0,∞) and with finite integral Menger curvature
Mp(E) for somep ≥ 2, are1-rectifiable in the sense of geometric measure theory. To be precise,
H 1-almost all ofE is contained in a countable union of Lipschitz graphs. Ahlfors-regular2 one-
dimensional Borel setsE ⊂ R2 satisfying the local condition

M2(E ∩B(ξ, r)) ≤ Cr for all ξ ∈ R2, r ∈ (0, r0] (1.3)

turn out to beuniformly rectifiable, i.e., they are contained in the graph ofone bi-Lipschitz map
f : R → R2; see [25, Theorem 39] referring to work of P. Jones. M. Melnikov and J. Verdera [21],
[22] realized thatM2 is a crucial quantity in harmonic analysis to characterize removable sets for
bounded analytic functions; see e.g. the surveys [19], [20], [38].

If one considers theMp-energy on rectifiable closed curvesE = γ(S1) ⊂ R3 the following
geometric Morrey-Sobolev imbedding theoremwas proven in [33, Theorem 1.2], and this result may
be viewed as a counterpart to J.C. Léger’s regularity result on a higher regularity level:

If Mp(γ) is finite for somep ∈ (3,∞] and if the arclength parametrizationΓ of the curveγ is a local
homeomorphism thenγ(S1) is diffeomorphic to the unit circleS1, andΓ is a finite covering ofγ(S1)
of classC1,1−(3/p).

In fact, even the stronger local version holds true [33, Theorem 1.3], which may be viewed as a
geometric Morrey-space imbeddingand whose superlinear growth assumption (1.4) is the counterpart
of (1.3):

If the arclength parametrizationΓ is a local homeomorphism, and if
∫

B(τ1,r)

∫

B(τ2,r)

∫

B(τ3,r)

ds dt dσ

R2(Γ(s),Γ(t),Γ(σ))
≤ Cr1+2β (1.4)

holds true for allr ∈ (0, r0] and all arclength parametersτ1, τ2, τ3, thenΓ is aC1,β-covering of the
imageγ(S1) which itself is diffeomorphic to the unit circle.

1Coined after K. Menger who generalized expression (1.1) to metric spaces as a foundation of a metric coordinate free
geometry; see [23], [4].

2A setE of Hausdorff dimension1 is said to beAhlfors-regularif and only if there is a constantCE ≥ 1 such that
C−1
E R ≤ H 1(E ∩B(x,R)) ≤ CER for everyx ∈ E andR > 0, whereB(x,R) denotes a closed ball of radiusR.
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From the results on one-dimensional sets and in particular on curves it becomes apparent that
integral Menger curvatureMp exhibits regularizing and self-avoidance effects (as already suggested
in [12] and [2]). These effects become stronger with increasingp, in fact, one has

lim
p→∞

(Mp(γ))
1/p =

1
inf

σ 6=s 6=t6=σ
R(Γ(s),Γ(t),Γ(σ))

=:
1

4[γ]
,

where4[γ] is the notion ofthicknessof γ introduced by O. Gonzalez and J.H. Maddocks [12] who
were motivated by analytical and computational issues arising in the natural sciences such as the
modelling of knotted DNA molecules. In fact, it was shown in [13] and [29] that closed curves with
finite energy1/4[γ], i.e. with positive thickness, areexactlythose embeddings with aC1,1-arclength
parametrization, which lead to variational applications for nonlinearly elastic curves and rods with
positive thickness; see also [30], [31]. We generalized this concept of thickness in [34] and [35] to a
fairly general class of nonsmooth surfacesΣ ⊂ Rn with the central resultthat surfaces with positive
thickness4[Σ] are in factC1,1-manifolds with a uniform control on the size of the localC1,1-graph
patches depending only on the value of4[Σ]. Uniform estimates on sequences then allow for the
treatment of various energy minimization problems in the context of thick (and therefore embedded)
surfaces of prescribed genus or isotopy class; see [35, Theorem 7.1].

In the present situation we ask the question:

Is it possible to extend the definition of integral Menger curvatureMp for p < ∞ to
surfaces with similar regularizing and self-avoidance effects as in the curve case?

The most natural generalization ofMp to two-dimensional closed surfacesΣ ⊂ R3 would be to
replace the circumcircle radiusR(x, y, z) of three pointsx, y, z in (1.2) by the circumsphere radius
R(ξ, x, y, z) of the tetrahedronT := (ξ, x, y, z) spanned by the four non-coplanar pointsξ, x, y, z.
This radius is given by

1
2R(T )

=

∣∣〈z3, z1 × z2〉
∣∣

∣∣ |z1|2z2 × z3 + |z2|2z3 × z1 + |z3|2z1 × z2
∣∣ , (1.5)

wherez1 = ξ − z, z2 = x− z, z3 = y − z. This would lead to the geometric curvature energy
∫

Σ

∫

Σ

∫

Σ

∫

Σ

dH 2(ξ)dH 2(x)dH 2(y)dH 2(z)
Rp(ξ, x, y, z)

, (1.6)

which in principle would serve our purpose: all our results stated below extend to this energy. But
– although the integrand is trivially constant ifΣ happens to be a round sphere – there are smooth
surfaces with straight nodal lines (such as the graph of the functionf(x, y) := xy) where the integrand
is not pointwise bounded; see Appendix B. This is a problem since we want to consider arbitrarily
largep, and we envision a whole family of integral Menger curvatures that are finite onany closed
smooth surface foranyvalue ofp.

Rewriting (1.1) as

R(x, y, z) =
|x− z||y − z|
2 dist(z, Lxy)

,

whereLxy denotes the straight line throughx and y, one is naively tempted to consider4-point-
integrandsof the form (

dist(ξ, 〈x, y, z〉)
M(|ξ − x|, |ξ − y|, |ξ − z|)α

)p

, (1.7)
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where〈x, y, z〉 denotes the affine2-plane through generic non-collinear pointsx, y, z ∈ R3. Here,
α ≥ 1 is a power and the functionM : R+ × R+ × R+ → R+ is amean, i.e.M is monotonically
increasing with respect to each variable and satisfies the inequality

min{a, b, c} ≤M(a, b, c) ≤ max{a, b, c}.

Again, all our results that will be stated below would hold if we worked with integrands as in (1.7) for
α = 2. This is very similar to a suggestion of J.C. Léger [14, p. 833] who proposes a general integrand
for d-dimensional sets; ford = 2 his choice boils down to (1.7) withM being the geometric mean and
α = 3. However, the situation for such integrands, due to the lack of symmetry w.r.t. permutations of
the 4 points, is even worse than for inverse powers of the circumsphere radius: for any choice ofα > 1
there are sufficiently largep = p(α) such that even a round sphere has infinite energy. This singular
behaviour is caused by small tetrahedra for which the plane through(x, y, z) is almost perpendicular
to the surface. See Appendix B for more details.

Roughly speaking, the trouble with (1.5) or (1.7) for surfaces comes from the fact that various
‘obviously equivalent’ formulae for1/R for triangles (relying on the sine theorem) are no longer
equivalent for tetrahedra; to obtain a whole scale of surface integrands which penalize wrinkling,
folding, appearance of narrow tentacles, self-intersections etc. but stay bounded on smooth surfaces,
one should make a choice here. In their pioneering work [15, 16] dealing withd-rectifiability and least
square approximation ofd-regular measures, G. Lerman and J.T. Whitehouse suggest a whole series
of high-dimensional counterparts of the one-dimensional Menger curvature. Their ingenious discrete
curvatures are based, roughly speaking, on the so-called polar sine function scaled by some power of
the diameter of the simplex, and can be used to obtain powerful and very general characterizations of
rectifiability of measures. (In [16, Sec. 1.5 and 6] they also note that the integrand suggested by Léger
does not fit into their setting.)

Motivated by this and by the explicit formula for the circumsphere radius, we are led to con-
sider another4-point integrand with symmetry and with fewer cancellations in the denominator. For a
tetrahedronT consider the function

K(T ) :=





V (T )
A(T )(diamT )2

if the vertices ofT are not co-planar,

0 otherwise,
(1.8)

whereV (T ) denotes the volume ofT andA(T ) stands for the total area, i.e., the sum of the areas of
all four triangular faces ofT . Thus, up to a constant factorK is the ratio of the minimal height ofT to
the square of its diameter, which is similar but not identical to the numerous curvatures considered by
Lerman and Whitehouse in [16]. The difference is that ourK scales like the inverse of length whereas
their d-dimensional curvatures, cf. e.g. the definition ofcMT in [16, p. 327], ford = 2 scale like the
inverse of thecubeof length. Such scaling enforces too much singularity for our purposes; we explain
that in Remark 5.2 in Section 5.

This leads us to theintegral Menger curvature for two-dimensional surfacesΣ ⊂ R3,

Mp(Σ) :=
∫

Σ

∫

Σ

∫

Σ

∫

Σ
Kp(T ) dH 2 ⊗ dH 2 ⊗ dH 2 ⊗ dH 2(T ), (1.9)

which is finite for anyC2-surface for any finitep, sinceK(T ) is bounded on the set of all nondegen-
erate tetrahedra with vertices on such a surface; see Appendix A.

To keep a clear-cut situation in the introduction we state our results here for closed Lipschitz
surfaces only and refer the reader to Definition 2.4 in Section 2.2 for the considerably more general

4



classA of admissible surfaces, and to Sections 3, 5, and 6 for the corresponding theorems in full
generality. Let us just remark, however, that our admissibility classA contains surfaces that are not
even topological submanifolds ofR3: e.g. a sphere with the north and south pole glued together. The
finiteness ofMp(Σ) has therefore topological, measure-theoretic and analytical consequences.

Theorem 1.1 (Uniform Ahlfors regularity and a diameter bound). There exists an absolute con-
stantα > 0 such that for anyp > 8, everyE > 0, and for every closed compact and connected
Lipschitz surfaceΣ ⊂ R3 with Mp(Σ) ≤ E the following estimates hold:

diam Σ ≥
(
α5p

E

) 1
p−8

,

H 2(Σ ∩B(x,R)) ≥ π

2
R2 for all x ∈ Σ and R ∈ (0, (α5p/E)1/(p−8)] (1.10)

General Lipschitz surfaces may have conical singularities with a very small opening angle, but
finite Mp-energy controls uniformly the lower density quotient. These quantitative lower estimates
for diameter and density quotient resemble L. Simon’s results [32, Lemma 1.1 and Corollary 1.3] for
smooth embedded two-dimensional surfaces of finite Willmore energy, derived by means of the first
variation formulas. Here, in contrast, we set up an intricate algorithm (see Theorem 3.3 and its proof
in Section 4), starting with a growing double cone and continuing with an increasingly complicated
growing set centrally symmetric to a surface point, to scan the possibly highly complex exterior and
interior domain bounded byΣ in search for three more complementing surface points to produce a
“nice” tetrahedron whose size is controlled in terms of the energy. Along the way, the construction
allows for large projections onto affine2-planes which leads to the uniform estimate (1.10).

The casep = 8 yields a result which may be interpreted as a two-dimensional variant of Fenchel’s
theorem on the total curvature of closed curves [10]:

Theorem 1.2 (Fenchel for surfaces).There is an absolute constantγ0 > 0 such thatM8(Σ) ≥ γ0

for any closed compact connected Lipschitz surfaceΣ ⊂ R3.

The exponentp = 8 is a limiting one here:M8 is scale invariant. Invoking scaling arguments, it
is easy to see that any cone over a smooth curve must have infiniteMp-energy for everyp ≥ 8.

Uniform control over the lower Ahlfors regularity constant as in Theorem 1.1 permits us to prove
the existence of a field of tangent planes for finite energy surfacesΣ (coinciding with the classical
tangent planes at points of differentiability ofΣ), and quantitatively control its oscillation:

Theorem 1.3 (Oscillation of the tangent planes).For any closed compact and connected Lipschitz
surfaceΣ ⊂ R3 with Mp(Σ) ≤ E for somep > 8 the tangent planeTxΣ is defined everywhere and
depends continuously onx: there are constantsδ1 = δ1(p) > 0 andA = A(p) ≥ 0 such that

<)(TxΣ, TyΣ) ≤ AE
1

p+16 |x− y|
p−8
p+16 (1.11)

whenever|x− y| ≤ δ1(p)E−1/(p−8).

One might compare this theorem with Allard’s famous regularity theorem [1, Theorem 8.19] for
varifolds: Supercritical integrability assumptions (with exponentp > dimension) on the generalized
mean curvature are replaced here by integrability assumptions on our four-point Menger curvature
integrandK for p > 8 = 4· dimension – with possible extension to metric spaces, since our integrand
may be expressed in terms of distances only. To prove Theorem 1.3 (see Section 5 for all details), we
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start with a technical lemma, ascertaining that the so-called P. Jones’β-numbers ofΣ, measuring the
distance fromΣ to the best ‘approximating plane’ and defined by

βΣ(x, r) := inf

{
sup

y∈Σ∩B(x,r)

dist(y, F )
r

: F is an affine2-plane throughx

}
, (1.12)

can be estimated byconst ·r(p−8)/(p+16) at small scales. This estimate is uniform, i.e. depends only on
p and on the energy bounds, due to Theorem 1.1. For a wide class ofReifenberg flat sets with vanishing
constant, see G. David, C. Kenig and T. Toro [6] or D. Preiss, X. Tolsa and Toro [26], this would be
enough to guarantee the desired result. However, at this stage we cannot ensure that the surface we
consider is Reifenberg flat with vanishing constant; it might be just a Lipschitz surface with some
folds or conical singularities which are not explicitly excluded in Theorem 1.1. Reifenberg flatness,
introduced by E.R. Reifenberg [28] in his famous paper on the Plateau problem in high dimensions,
requires not only some control ofβ’s, but also a stronger fact: one needs to know that the Hausdorff
distance between the approximating planes andΣ is small at small scales. To get such control, we use
some elements of the proof of Theorem 1.1 to guarantee the existence of large projections ofΣ onto
planes, and, proceeding iteratively, combine this with the decay ofβ’s to reach the desired conclusion.
The proof is presented in Section 5; it is self-contained and independent of [6] and [26].

Once Theorem 1.3 is established, we know that in a small scale, depending solely onp and on the
energy bound, the surface is a graph of aC1,κ function. Slicing arguments similar to, but technically
more intricate than those in the proof of optimal Hölder regularity for curves in [33, Theorem 1.3],
are employed in Section 6 to bootstrap the Hölder exponent fromκ = (p− 8)/(p+ 16) to (p− 8)/p
and prove

Theorem 1.4 (Optimal Hölder exponent). Any closed, compact and connected Lipschitz surfaceΣ
in R3 with Mp(Σ) ≤ E < ∞ for somep > 8 is an orientableC1,1−(8/p)-manifold with local graph
representations whose domain size is controlled solely in terms ofE andp.

We expect that1− 8/p is the optimal exponent, like the corresponding optimal exponent1− 3/p
in the curve case in [33, Theorem 1.3]; see the example for curves in [36, Section 4.2].

The last section deals with sequences of surfaces with a uniform bound on theirMp-energy. Using
a combination of Blaschke’s selection theorem and Vitali covering arguments with balls on the scale
of uniformly controlled local graph representations we can establish the following compactness result.

Theorem 1.5 (Compactness for surfaces with equiboundedMp-energy). Let{Σj} be a sequence
of closed, compact and connected Lipschitz surfaces containing0 ∈ R3 with

Mp(Σj) ≤ E for all j ∈ N & sup
j∈N

H 2(Σj) ≤ A,

for somep > 8. Then there is a compactC1,1−8/p-manifoldΣ without boundary embedded inR3,
and a subsequencej′, such thatΣj′ converges toΣ in C1, and such that

Mp(Σ) ≤ lim inf
j→∞

Mp(Σj)

Instead of the uniform area bound one could also assume a uniform diameter bound.
Using this compactness result and the self-avoidance effects of integral Menger curvature we will

prove that one can minimize area in the class of closed, compact and connected Lipschitz surfaces of
fixed genus under the constraint of equibounded energy. For giveng ∈ N letMg be a closed, compact
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and connected reference surface of genusg that is smoothly embedded inR3, and consider the class
CE(Mg) of closed, compact and connected Lipschitz surfacesΣ ⊂ R3 ambiently isotopic toMg with
Mp(Σ) ≤ E for all Σ ∈ CE(Mg).

Theorem 1.6 (Area minimizers in a given isotopy class).For eachg ∈ N, E > 0 and each fixed
reference surfaceMg the classCE(Mg) contains a surface of least area.

We can also minimize the integral Menger curvatureMp itself in a given isotopy class with a
uniform area bound, i.e. in the classCA(Mg) of closed, compact and connected Lipschitz surfaces
Σ ⊂ R3 ambiently isotopic toMg with H 2(Σ) ≤ A <∞.

Theorem 1.7 (Mp-minimizers in a given isotopy class).For eachg ∈ N, A > 0, there exists a
surfaceΣ ∈ CA(Mg) with

Mp(Σ) = inf
CA(Mg)

Mp.

The proofs of Theorems 1.5–1.7 are given in Section 7.

Remark 1.8. It can be checked that our Theorems 1.1 and 1.2 can be proven for a large class of
integrands including the two-dimensionalcMT and other curvatures of Lerman and Whitehouse, and
even the one suggested by Léger. (One just has to check what is the critical scaling-invariant exponent,
and work above this exponent.) However, Theorems 1.3 and 1.4, and consequently also Theorems 1.5,
1.6, and 1.7 seem to fail for any choice of integrandKs(T ) which scales like the inverse of length to
some power1+s, s > 0. Such a choice enforces too much singularity for largep, and the methods we
employ to prove Ḧolder regularity of the unit normal show that the only surface with

∫
Kps dµ finite

for all p would be (a piece of) the flat plane. See Remark 5.2 in Section 5.

Remark 1.9. Our work is related to the theory of uniformly rectifiable sets of G. David and S.
Semmes, see their monograph [8]. Numerous equivalent definitions of these sets involve subtle con-
ditions stating how well, in an average sense, the set can be approximated by planes. One of the deep
ideas behind this is to try and search for the analogies between classes of sets and function spaces. It
turns out then that various approximation or imbedding theorems for function spaces have geometric
counterparts for sets, see e.g. the introductory chapter of [8]. Speaking naively and vaguely, David
and Semmes work in the realm which corresponds to the subcritical case of the Sobolev imbedding
theorem: there is no smoothness but subtle tools are available to give nontrivial control of the rate
of approximation of a function by linear functions (or rather: a set by planes). Here, we are in the
supercritical realm. For exponents larger than the criticalp = 8 related to scale invariance, excluding
conical singularities, finiteness of our curvature integrands gives continuity of tangent planes, with
precise local control of the oscillation. Note that the exponent1 − 8/p in Theorem 1.6 is computed
according to Sobolev’s recipe: the domain of integration has dimension 8 and we are dealing with the
p’th power of ‘curvature’.

Acknowledgement. The authors would like to thank the Deutsche Forschungsgemeinschaft, Polish
Ministry of Science and Higher Education, and the Centro di Ricerca Matematica Ennio De Giorgi
at the Scuola Normale Superiore in Pisa, in particular Professor Mariano Giaquinta, for generously
supporting this research. We are also grateful to Professor Gilad Lerman for his comments on an
earlier version of this paper which helped us to improve the presentation.
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2 Notation. The class of admissible surfaces

2.1 Basic notation

Balls, planes and slabs.B(a, r) denotes always theclosedball of radiusr, centered ata. When
a = 0 ∈ R3, we often write justBr instead ofB(0, r).

For non-collinear pointsx, y, z ∈ R3 we denote by〈x, y, z〉 the affine2-plane throughx, y, and
z. If H is a 2-plane inR3, thenπH denotes the orthogonal projection ontoH. For an affine plane
F ⊂ R3 such that0 6∈ F , we writeσF to denote the central projection from0 ontoF .

If F is an affine plane inR3 andd > 0, then we denote the infinite slab aboutF by

Ud(F ) := {y ∈ R3 : dist(y, F ) ≤ d}.

Cones.Letϕ ∈ (0, π2 ) andw ∈ S2. We set

C(ϕ,w) := {y ∈ R3 : |y · w| ≥ |y| cosϕ}
describing the infinite double-sided cone of opening angle2ϕ whose axis is determined byw, and we
defineCr(ϕ,w) := B(0, r) ∩ C(ϕ,w). We also distinguish between the two conical halves

C+(ϕ,w) := {y ∈ R3 : y · w ≥ |y| cosϕ}, C−(ϕ,w) := {y ∈ R3 : − y · w ≥ |y| cosϕ},
and setC±r (ϕ,w) := B(0, r) ∩ C±(ϕ,w).
Rotations in R3. Throughout, we fix an orientation ofR3. Assume thatu, v ∈ S2 are orthogonal and
u × v = w ∈ S2. We writeR(ϕ,w) to denote the rotation which, in the orthonormal basis(u, v, w),
is represented by the matrix 


cosϕ − sinϕ 0
sinϕ cosϕ 0

0 0 1


 .

Note that this formula gives in fact a linear map which does not depend on the choice of orthonormal
vectorsu, v with u× v = w.

Segments.Wheneverz ∈ R3, s > 0 andw ∈ S2, we set

Is,w(z) := {z + tw : |t| ≤ s}
(this is the segment of length2s, centered atz and parallel tow).

Tetrahedra. Since we deal with an integrand defined on quadruples of points inR3, and in various
places we need to estimate that integrand on specific quadruples satisfying some additional conditions,
we introduce some notation now to shorten the statements of several results in Sec. 3–6.

By a tetrahedronT we mean a quadruple of points,T = (x0, x1, x2, x3) with xi ∈ R3 for
i = 0, 1, 2, 3. By a triangle∆ we mean a triple of points,∆ = (x0, x1, x2), xi ∈ R3. We say that
∆ = ∆(T ) is the base ofT iff ∆ = (x, y, z) andT = (x, y, z, w) for somex, y, z, w ∈ R3.

ForT = (x0, x1, x2, x3) andT = (x′0, x
′
1, x

′
2, x

′
3) we set

‖T − T ′‖ := min
σ∈S4

[
max
0≤i≤3

|xi − x′i|
]
,

where|xi− x′i| denotes the Euclidean norm andS4 is the symmetric group of all permutations of sets
with four elements. We writeBr(T ) := {T ′ : ‖T − T ′‖ ≤ r}.

To investigate the local and global behaviour of a surface, we often estimate itsMp-energy on
Bε(T ) ∩ Σ where eitherT resembles, roughly speaking, a regular tetrahedron or at least its base
∆(T ) resembles, again roughly, a regular triangle. Here are the appropriate definitions.
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Definition 2.1. Let θ ∈ (0, 1) andd > 0. We say thatT = (x0, x1, x2, x3) is (θ, d)–voluminous, and
write T ∈ V (θ, d), if and only if

(i) xi ∈ B(x0, 2d) for all i = 1, 2, 3;

(ii) θd ≤ |xi − xj | for all i 6= j, wherei, j = 0, 1, 2, 3;

(iii) <)(x1 − x0, x2 − x0) ∈ [θ, π − θ];

(iv) dist
(
x3, 〈x0, x1, x2〉

)
≥ θd.

Definition 2.2. Let θ ∈ (0, 1) and d > 0. We say that∆ = (x0, x1, x2) is (θ, d)–wide, and write
∆ ∈ S (θ, d), if and only if

(i) xi ∈ B(x0, 2d) for i = 1, 2;

(ii) θd ≤ |xi − xj | for i 6= j, wherei, j = 0, 1, 2;

(iii) <)(x1 − x0, x2 − x0) ∈ [θ, π − θ].

Remark 2.3. Similar classes of simplices have been used by Lerman and Whitehouse, see [16, Sec. 3].
The class ofT with ∆(T ) ∈ S (θ, d) differs from their class of2-separated tetrahedra as the minimal
face area ofT with ∆(T ) ∈ S (θ, d) does not have to be comparable to the square ofdiamT . This
plays a role in Section 5 and Section 6.

2.2 The class of admissible surfaces

Throughout the paper we consider only compact and closed surfaces.

Definition 2.4. We say that a compact connected subsetΣ ⊂ R3 such thatΣ = ∂U for some bounded
domainU ⊂ R3 is an admissible surface, and writeΣ ∈ A , if the following two conditions are
satisfied:

(i) There exist a constantK = K(Σ) such that

∞ > H 2(Σ ∩B(x, r)) ≥ K−1r2 for all x ∈ Σ and all0 < r ≤ diam Σ;

(ii) There exists a dense subsetΣ∗ ⊂ Σ with the following property: for eachx ∈ Σ∗ there exists a
vectorv = v(x) ∈ S2 and a radiusδ0 = δ0(x) > 0 such that

B(x, δ0)∩
(
x+C+(π/4, v)

)
⊂ U ∪{x}, B(x, δ0)∩

(
x+C−(π/4, v)

)
⊂ (R3 \U)∪{x} .

Condition (ii) seems to be rather rigid because of the symmetry requirement. We could have
used some smaller angleϕ0 instead ofϕ0 = π/4 with the only effect that the absolute constants in
Theorems 3.1–3.3, 5.4, and 6.1 would change, but we stick toϕ0 = π/4 for the sake of simplicity.

Condition (i) excludes sharp cusps around an isolated point ofΣ but allows for isolated conical
singularities and various cuspidal folds along arcs.

Note that this is a large class of surfaces, and ifΣ ∈ A , thenΣ does not have to be an embedded
topological manifold. Consider for example a sphere on which two distinct points have been identified,
or, more generally, a sphere with2N distinct smooth arcs and identifyN pairs of these arcs.

Here are further examples.
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Example 2.5 (C1 surfaces). If Σ is aC1 manifold which bounds a domainU , thenΣ ∈ A . One
can takeΣ∗ ≡ Σ; by definition of differentiability, for each pointx ∈ Σ condition (ii) is satisfied for
v(x) = the inner normal toΣ atx, and one can choose a uniform lower bound for the numbersδ0(x),
i.e. we can always pick aδ0(x) ≥ δ0 = δ0(Σ) > 0.

Example 2.6 (Lipschitz surfaces).If Σ = ∂U is a Lipschitz manifold, thenΣ ∈ A . We can take
Σ∗ = the set of all points whereΣ has a classically defined tangent plane. By Rademacher’s theorem,
Σ∗ is a set of full surface measure, hence it is dense. Obviously,δ0(x) does depend onx ∈ Σ∗ now. It
is an easy exercise to check (with a covering argument using compactness ofΣ) that condition (i) is
also satisfied.

Example 2.7 (W 2,2 surfaces). If Σ = ∂U is locally a graph of aW 2,2 function and condition (i)
is satisfied, thenΣ ∈ A . This follows from Toro’s [37] theorem on the existence of bi-Lipschitz
parametrizations for such surfaces.

Example 2.8. If a compact, connected surfaceΣ = ∂U is locally a graph of anAC2-function (see J.
Malý’s paper [18] for a definition of absolutely continuous functions of several variables) and if (i) is
satisfied – which is a necessary assumption as graphs ofAC2 functions may have cusps – thenΣ is
admissible. (AC2 functions are differentiable a.e. and this implies condition (ii) of Definition 2.4.)

2.3 The energy and two simple estimates of the integrand

As mentioned in the introduction, we consider the energy

Mp(Σ) :=
∫

Σ4

Kp(T ) dµ(T ), Σ ∈ A , (2.1)

where

K(T ) :=





V (T )
A(T )(diamT )2

if the vertices ofT onΣ are not co-planar

0 otherwise.

HereV (T ) denotes the volume ofT andA(T ) the total area, i.e. the sum of the areas of all four
triangular faces ofT . For the sake of brevity we write

dµ(ξ, x, y, z) := dH 2(ξ) dH 2(x) dH 2(y) dH 2(z). (2.2)

If T = (x0, x1, x2, x3) and one setszi = xi − x0 for i = 1, 2, 3, then we have

K(T ) =
1
3
· |z3 · (z1 × z2)|[
|z1 × z2|+ |z2 × z3|+ |z1 × z3|+ |(z2 − z1)× (z3 − z2)|

]
(diamT )2

. (2.3)

We will mostly not work with (2.3) directly. In almost all proofs in Sections 3–6, we use iteratively
two simple estimates ofK on appropriate classes of tetrahedra.

Lemma 2.9. If T ∈ V (θ, d), then

K(T ) >
1

502
θ4d−1.

Lemma 2.10. If T = (x0, x1, x2, x3) is such that∆(T ) = (x0, x1, x2) ∈ S (θ, d), x3 ∈ B(x0, 2d)
anddist(x3, 〈x0, x1, x2〉) ≥ κd, then

K(T ) >
1

502
θ3κd−1.

10



Proof of Lemma 2.9.Let T = (x0, x1, x2, x3), zi := xi − x0 for i = 1, 2, 3. Using conditions (ii)
and (iii) of Definition 2.1, we obtain|z1 × z2| ≥ θ2d2 sin θ ≥ 2

πθ
3d2 and by (iv)

∣∣∣∣
z3 · (z1 × z2)
|z1 × z2|

∣∣∣∣ = dist(x3, 〈x0, x1, x2〉)
Def. 2.1(iv)
≥ θd. (2.4)

Therefore we can estimate

K(T )
(2.4)
≥ 1

3(diamT )2
· θd

1 + |z2×z3|
|z1×z2| + |z1×z3|

|z1×z2| + |(z2−z1)×(z3−z2)|
|z1×z2|

≥ 1
3(4d)2

· θd

1 + 2 · (2d)2

(2/π)θ3d2
+ (4d)2

(2/π)θ3d2

=
θ4

48d[θ3 + 12π]
>

θ4

502d
.

2

The proof of Lemma 2.10 is identical. One just replaces (2.4) bydist(x3, 〈x0, x1, x2〉) ≥ κd.

3 From energy bounds to uniform Ahlfors regularity

The main result of this section is the following.

Theorem 3.1 (Energy bounds imply uniform Ahlfors regularity). There exists an absolute constant
α > 0 such that for everyp > 8, everyE > 0 and everyΣ ∈ A with Mp(Σ) ≤ E the following
holds:

Wheneverx ∈ Σ, then
H 2(B(x,R) ∩ Σ) ≥ πR2/2

for all radii

R ≤ R0(E, p) :=
(
α5p

E

) 1
p−8

. (3.1)

Note that the value ofR0(E, p) depends onE andp, but not onΣ itself, which is by no means
obvious. Even infinitely smooth surfaces can have long ‘fingers’ which contribute a lot to the diameter
but very little to the area. The point is that fixing an energy boundE we can be sure that ‘fingers’ can-
not appear onΣ at a scale smaller thanR0(E, p). Moreover, a general sequenceΣi of C∞-surfaces
could in principle gradually form a tip approaching a cusp singularity asi→∞ (in fact, it is not diffi-
cult to produce examples of sequences of smooth surfaces with uniformly bounded area and infinitely
many cusp or hair-like singularities in the limit), whereas this cannot happen according to Theorem
3.1 for a sequence of smooth admissible surfaces with equiboundedMp-energy.

This fact plays a crucial role later on, in the derivation of uniform estimates for the oscillation
of the tangent in Section 5. These estimates in turn allow us to prove in Section 7 compactness for
sequences of surfaces having equibounded energy.

The scale-invariant limiting casep = 8 leads to the following result which can be viewed as a
naive counterpart of the Gauß–Bonnet theorem for closed surfaces, or the Fenchel theorem for closed
curves: one needs a fixed amount of energy to ‘close’ the surface. Our estimate of this necessary energy
quantum is by no means sharp; it would be interesting to know the optimal value of that constant.
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Theorem 3.2. There exists an absolute constantγ0 > 0 such thatM8(Σ) > γ0 for every surface
Σ ∈ A .

The proof of both theorems relies on a preparatory technical result which might be of interest on
its own, since it allows us to find for any given admissible surface (no matter how “crooked” its shape
might look) a good tetrahedron with vertices on the surface, i.e. a voluminous tetrahedron in the sense
of Definition 2.1. This result is completely independent of Menger curvature, but in our context it will
allow us to proveMp-energy estimates from below.

Theorem 3.3 (Good tetrahedra with vertices onΣ). There exist two absolute constantsα, η ∈ (0, 1)
such that

1 > 2η > 40α > 0 (3.2)

with the following property: For every surfaceΣ ∈ A and everyx0 ∈ Σ∗ one can find a positive
stopping distanceds(x0) ∈ (δ0(x0),diam Σ] and a triple of points(x1, x2, x3) ∈ Σ × Σ × Σ such
that

(i) T = (x0, x1, x2, x3) ∈ V (η, ds(x0)),

(ii) whenever‖T ′ − T‖ ≤ αds(x0), we haveT ′ ∈ V (η2 ,
3
2ds(x0)).

Moreover, for eachr ∈ (0, ds(x0)] there is an affine planeH = H(r) passing throughx0 such that

πH(Σ ∩B(x0, r)) ⊃ H ∩B(x0, r/
√

2) (3.3)

and therefore we have

H 2(Σ ∩B(x0, r)) ≥
π

2
r2 for all r ∈ (0, ds(x0)]. (3.4)

The proof of this result is elementary but tedious. We give it in the next section. We also state one
direct corollary of that proof for sake of further reference.

Proposition 3.4 (Large projections and forbidden conical sectors).Let p > 8, E > 0, and∂U =
Σ ∈ A with Mp(Σ) ≤ E. Assume thatR0 = R0(E, p) is given by(3.1). For eachx ∈ Σ andr < R0

there exists a planeH passing throughx and a unit vectorv ∈ S2, v ⊥ H, such that

D := H ∩B(x, r/
√

2) ⊂ πH(Σ ∩B(x, r)) (3.5)

intC+
r (ϕ0, v) \B(x, r/2) ⊂ U, (3.6)

intC−r (ϕ0, v) \B(x, r/2) ⊂ R3 \ U, (3.7)

whereϕ0 = π/4.

In the remaining part of this section we show how to derive Theorems 3.1 and 3.2 from The-
orem 3.3. We begin with an auxiliary result which gives an estimate for the infimum of stopping
distances considered in Theorem 3.3. Note that forΣ of classC1, compact and closed, property (i)
below is obvious: we haveds(x0) > δ0(x0), and, as mentioned in Example 2.5, in this case one can
in fact choose a positiveδ0 independent ofx0.

Proposition 3.5. Assume thatp > 8, Σ ∈ A andMp(Σ) <∞. Then

12



(i) The stopping distancesds(x0) given by Theorem 3.3 have a positive greatest lower bound,

d(Σ) := inf
x0∈Σ∗

ds(x0) > 0 .

(ii) We have
Mp(Σ) ≥ α5pd(Σ)8−p . (3.8)

PROOF: To prove (i), we argue by contradiction. Assume thatd(Σ) = 0 and set

ε :=
1
2

(
α5p

K(Σ)4Mp(Σ)

)1/(p−8)

, (3.9)

whereK(Σ) is the constant from Definition 2.4 (i). Selectx0 ∈ Σ∗ with ds(x0) =: d0 < ε. Pick
x1, x2, x3 whose existence is guaranteed by Theorem 3.3. Perturbing these points slightly, by at most
αd0/2, we may assume that

xi ∈ Σ∗, i = 0, 1, 2, 3 ; (3.10)

T = (x0, x1, x2, x3) ∈ V (η/2,
3
2
d0) ; (3.11)

‖T ′ − T‖ < αd0/2 ⇒ T ′ ∈ V (η/2,
3
2
d0) . (3.12)

Integrating over allT ′ close toT , we now estimate the energy as follows:

Mp(Σ) ≥
∫

Σ4∩Bαd0/2
(T )

Kp(T ′) dµ(T ′)

>
1

K(Σ)4

(
αd0

2

)8 [
1

502

(η
2

)4
(3d0/2)−1

]p

>
1

K(Σ)4
d8−p

0

(
αη4

502 · 26

)p

≥ α5p

K(Σ)4
d8−p

0 asη/20 ≥ α . (3.13)

(We have used Definition 2.4 (i) and Lemma 2.9 in the second inequality.)
This gives a contradiction with (3.9) and the choice ofd0, as (3.13) impliesd0 > 2ε.

(ii) Now we shall show thatd(Σ) is not only strictly positive, but has a lower bound depending only
on the energy. Fixε > 0 small and pickx0 ∈ Σ∗ with d0 := ds(x0) < (1+ε)d(Σ). As in the first part
of the proof, takex1, x2, x3 given by Theorem 3.3. Perturbing these points slightly, we may assume
that (3.10)–(3.12) are satisfied. Moreover, by (3.2)

αd0

2
<
d0

80
< d(Σ) ≤ ds(xi) for i = 1, 2, 3,

so that by (3.4)

H 2(Σ ∩B(xi, αd0/2)) ≥ π

2

(
αd0

2

)2

, i = 0, 1, 2, 3 .
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Using this information, we again estimate the energy as in (3.13), replacing now the constant1/K(Σ)
by an absolute one,π2 . This yields

Mp(Σ) >
(π

2

)4
α5pd8−p

0

≥ α5p(1 + ε)8−pd(Σ)8−p .

Upon lettingε→ 0, we conclude the whole proof. 2

Proof of Theorem 3.1:Inequality (3.8) implies that

d(Σ) ≥
(

α5p

Mp(Σ)

) 1
p−8

.

Combining this estimate with (3.4), we see that

H 2(Σ ∩B(x, r)) ≥ π

2
r2, r ∈ (0, d(Σ)] (3.14)

holds for allx ∈ Σ∗. SinceΣ∗ is dense inΣ, (3.14) must in fact hold forall x ∈ Σ.

Proof of Theorem 3.2:We shall construct inductively a (possibly finite) sequence of tetrahedra with
vertices inΣ∗.

Initially, we pick an arbitrary pointx0 = x1
0 ∈ Σ∗. Let d1 := ds(x

(1)
0 ) > 0. Use Theorem 3.3 and

density ofΣ∗ to find a tetrahedron

T1 = (x(1)
0 , x

(1)
1 , x

(1)
2 , x

(1)
3 ) ∈ V (η/2, 3d1/2) ∩ (Σ∗)4 (3.15)

such that

‖T ′ − T1‖ ≤
αd1

2
⇒ T ′ ∈ V (η/2, 3d1/2). (3.16)

Assume thatT1, T2, . . . , Tk have been already defined,Tj = (x(j)
0 , x

(j)
1 , x

(j)
2 , x

(j)
3 ) for j = 1, . . . , k,

so that the following properties are satisfied:

dj := ds(x
(j)
0 ) <

αdj−1

4
, j = 2, . . . , k; (3.17)

Tj ∈ V (η/2, 3dj/2) ∩ (Σ∗)4; (3.18)

‖T − Tj‖ ≤
αdj
2

⇒ T ∈ V (η/2, 3dj/2); (3.19)

x
(j)
0 = x

(j−1)
i(j) for somei(j) ∈ {1, 2, 3}. (3.20)

(The last property simply means thatTj andTj−1 have one vertex in common.) Now fory ∈ Σ, let

R∗(y) = sup{r > 0 : H 2(Σ ∩B(y, %)) ≥ π%2/2 for all % ∈ (0, r]} .

We consider the following stopping condition:

R∗(x
(k)
i ) ≥ αdk

4
=: rk for all i ∈ {1, 2, 3}. (3.21)

For a fixed value ofk, there are two cases possible.

14



Case 1. Condition(3.21)does hold.We then estimate the energy, integrating over small balls centered
at vertices ofTk. This yields

M8(Σ) ≥
∫

Σ4∩Brk
(Tk)

K8(T ) dµ(T )

>
(π

2

)4
r8k

[
1

502

(η
2

)4
(3dk/2)−1

]8

by Lemma 2.9

=: γ0 > 0,

where the constantγ0 dependsonly on the choice ofα andη (note that the ratiork/dk = α/4 is
constant). This is the desired estimate ofM8(Σ).
Case 2. Condition(3.21)fails. Then we choosei(k) ∈ {1, 2, 3} such that by (3.2)

R∗
(
x

(k)
i(k)

)
< rk =

αdk
4

<
1

160
dk.

We setx(k+1)
0 := x

(k)
i(k) anddk+1 := ds(x

(k+1)
0 ). The choice ofi(k) gives

dk+1 < αdk/4 < dk/160. (3.22)

Again, we use Theorem 3.3 and density ofΣ∗ to find the next tetrahedron

Tk+1 = (x(k+1)
0 , x

(k+1)
1 , x

(k+1)
2 , x

(k+1)
3 ) ∈ V (η/2, 3dk+1/2) ∩ (Σ∗)4

such that (3.19) is satisfied forj = k+1. Thus, we have increased the length of sequence of tetrahedra
satisfying (3.17)–(3.20).

Note that if the stopping condition (3.21) is satisfied for somek = 1, 2, . . ., then we are done. The
only possibility left to consider is that (3.21) fails for eachk. We then have an infinite sequence of
tetrahedra satisfying (3.17)–(3.20). To prove that this also gives the desired result, we shall show later
that

the sets Σ4 ∩Brk(Tk), k = 1, 2, . . . , are pairwise disjoint. (3.23)

Assuming (3.23) for the moment, we have by Definition 2.4 (i) and Lemma 2.9

M8(Σ) ≥
∞∑

k=1

∫

Σ4∩Brk
(Tk)

K8(T ) dµ(T )

>

∞∑

k=1

1
K(Σ)4

r8k

[
1

502

(η
2

)4
(3dk/2)−1

]8

=
γ1

K(Σ)4

∞∑

k=1

1

= +∞,

whereγ1 denotes some constant dependingonly on the choice ofα andη (again, note thatrk/dk =
α/4 for eachk).

It remains to prove (3.23). SinceTk ∈ V (η/2, 3dk/2) for eachk, we have by virtue of Part (i) of
Definition 2.1

|x(k+1)
0 − x

(k)
0 | = |x(k)

i(k) − x
(k)
0 | ≤ 3dk,
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so that (3.22) implies for eachm > k

|x(m)
0 − x

(k)
0 | ≤ 3dk + 3dk+1 + · · ·

< 3dk(1 + 160−1 + 160−2 + · · · )
< 4dk . (3.24)

Form = k (3.24) holds trivially. Also by definition ofV (η/2, 3dk−1/2) we have

|x(k)
0 − x

(k−1)
0 | = |x(k−1)

i(k−1) − x
(k−1)
0 | (3.25)

≥ η

2
3dk−1

2
> 15αdk−1 asη > 20α.

Using (3.24), (3.25), and the condition4dk < αdk−1, we obtain

|x(m)
0 − x

(k−1)
0 | ≥ |x(k)

0 − x
(k−1)
0 | − |x(m)

0 − x
(k)
0 |

> 15αdk−1 − 4dk
> 14αdk−1

for eachm ≥ k. The last inequality readily implies thatBrm
(
x

(m)
0

)
andBrk−1

(
x

(k−1)
0

)
are disjoint

for all m ≥ k, as

rm + rk−1 =
α

4
(dm + dk−1) <

αdk−1

2
.

Thus, the setsBrm(Tm) andBrk−1
(Tk−1) are disjoint in

(
R3

)4
, which proves (3.23).

The whole proof of Theorem 3.2 is complete now. 2

4 Good tetrahedra: Proof of Theorem 3.3

The proof of Theorem 3.3 is lengthy but elementary. It is of algorithmic nature and, at each of finitely
many steps, requires a case inspection which from a geometric point of view is not so complicated
but nevertheless includes three different cases (and one of them has to be divided into three further
subcases). The crucial task is to find a triple(x1, x2, x3) such that thexi’s (i = 0, 1, 2, 3) satisfy
conditions (i) and (3.3) of the theorem. Condition (ii) follows then from simple estimates based on
elementary linear algebra; for sake of completeness, we present the details of that part in Section 4.3.

Here are a few informal words about the main idea of the proof.

Assume for a while thatΣ = ∂U is of classC1. To find a candidate forx1, we look at the surface
Mρ = ∂Bρ ∩ C, whereρ > 0, Bρ is centered atx0, andC is a double cone with vertexx0, fixed
opening angle, and axis given byn(x0), the normal toΣ atx0. For smallρ > 0, x0 is the only point
of Σ in Cρ := Bρ ∩ C. (If Σ ∈ A is notC1, then the existence of an appropriate cone follows from
Part (ii) of Definition 2.4.)

It is clear that asρ increases, the growing coneCρ must hitΣ for some (possibly large)ρ = ρ1 > 0,
at somex1 ∈ Σ \ {x0}, x1 ∈ Mρ1 . If the point of the first hit,x1, is close to the center of one of the
two “lids” Mρ1 of the coneCρ1 , then we can use the fact that the two componentsU+, U− of intCρ1
are on two different sides ofΣ to select a voluminous tetrahedron with two of its vertices atx0 and
x1, and all edges≈ ρ1. To convince yourself that this is indeed plausible, note that there are many
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segments perpendicular toTx0Σ, with one endpoint inU+ and the other inU−; each such segment
intersectsΣ and therefore contains a candidate for one of the remaining vertices. And, as we shall
check later, many of those candidates are good enough for our purposes.

Fig. 1.A little kink determinesTx0Σ.

However, it might happen that for this particular intermediate
value ofρ1 > 0 — somewhere betweendiam Σ and the infinites-
imal scale where a smoothΣ is very close to the tangent plane —
most points ofΣ ∩ Bρ1 are very close to a fixed planeP which
might be completely different fromTx0Σ, due to a little kink of
Σ near tox0. In fact, such a plane might be tangent to∂C, and
Σ ∩Bρ1 would look pretty flat at all length scales≈ ρ1.

If this were the case, thenx1 would be located close to the rim
of C ∩ Bρ1 , and one could not expect to find a good tetrahedron
with verticesxi ∈ Σ ∩ Bρ1 and edges≈ ρ1. But then, one might
rotateC around an axis contained inTx0Σ, away from such a plane
P , to a new positionC ′ chosen so that two connected components

of C ′ ∩ (Bρ1 \ Bρ1/2) are still on two different sides ofΣ. One could look for possible vertices of a
good tetrahedron inC ′ ∩Bρ for ρ > ρ1, enlarging the radiusρ until C ′ ∩ (Bρ \Bρ1) hits the surface
again. This would happen for some radiusρ2 > ρ1.

It might turn out again that at scales comparable toρ2 large portions ofΣ are almost flat, close
to a single fixed planeP ′ which is tangent to∂C ′ so that it is not at all evident how to indicate a
voluminous tetrahedron with verticesxi ∈ Σ ∩Bρ2 and edges≈ ρ2. One could try then to iterate the
reasoning, rotating portions of the cones if necessary.

Several steps like that might be needed if, for example,x0 were at the end of a long tip that
spirals many times — in such cases the points ofΣ that we hit, enlarging the consecutive cones, might
not convey enough information about the shape of the surface. We make all this precise (including
a stopping mechanism, a procedure which allows one to select appropriate rotations at each step
of the iteration, and a bound on the number of steps) in subsection 4.2, using Definition 2.4 (ii)
to construct the desired cones for small radii. Before, in subsection 4.1, we state two elementary
geometric lemmata which are then used to obtain (i) and (3.3) for various quadruples(x0, x1, x2, x3).

Without loss of generality we suppose throughout Section 4 thatx0 = (0, 0, 0) ∈ R3.

4.1 Slanted planes and good vertical segments

Suppose that we have a fixed a coneC = C(ϕ0, v) in R3, wherev ∈ S2 andϕ0 ∈ (0, π4 ]. We also fix
an auxiliary angleϕ1 ∈ (0, π2 ].

Throughout this subsection, we say that a segmentI is vertical (with respect to the coneC)
if I is parallel tov, i.e., I = Is,v(z) for somes > 0 and z ∈ R3. Any planeP = 〈0, y1, y2〉
whose unit normaln satisfies0 < |n · v| < 1 is calledslanted. We say thatI is good (forP ) iff
dist(I, P ) ≈ diam I, up to constants dependingonlyon the anglesϕi.

We state and prove two elementary lemmata which give quantitative estimates of the distance
between good vertical segmentsI and slanted planes spanned by0 and two other pointsy1, y2. In the
first lemma bothyi have to be inC ∩ F , on the same affine planeF whose normal equals the cone
axis ofC, i.e. with unit normalnF = v. In the second lemma we keep one of theyi’s in C and allow
the other one to belong to a portion ofC ′, whereC ′ is a cone congruent toC but rotated by an angle
γ ∈ (0, ϕ0/2].

To fix the whole setting, pick a radiusρ > 0. Seth = ρ cosϕ0 andr = ρ sinϕ0. Moreover, set
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H := v⊥ ⊂ R3, and letπH : R3 → H be the orthonormal projection ontoH. Let σF denote the
central projection from0 to the affine planeF := H + hv.

Lemma 4.1 (Slanted planes and good vertical segments, I).Suppose thatP = 〈0, y1, y2〉 ⊂ R3 is
spanned by0 and two other pointsy1 6= y2 ∈ F ∩ Cρ(ϕ0, v) such that there is an angleϕ1 ∈ (0, π)
such that

π > <)
(
πH(y1), πH(y2)

)
≥ ϕ1 and πH(yi) 6= 0 for i = 1, 2.

Then, there exists a pointz ∈ H ∩ ∂Br such that

dist(Ih,v(z), P ) ≥ c0ρ, (4.1)

where the constant

c0 := c0(ϕ0, ϕ1) =
1
2

(
1− cos

ϕ1

2

)
sin 2ϕ0 > 0 . (4.2)

Fig. 2. The setting in Lemma 4.1: a double cone and three
planesH, F , P .

Proof. Let zi := πH(yi) for i = 1, 2. Consider the
2-dimensional disk

D := H ∩Br 3 z1, z2.

Let γ := H ∩∂Br be the boundary ofD inH. We
selectz ∈ γ such thatz ⊥ z2−z1 and the segment
[0, z] has a common point with the straight line
l which passes throughz1 andz2. By elementary
planar geometry, we have

d := dist(z, l)

≥ r
(
1− cos

ϕ1

2

)
(4.3)

= ρ sinϕ0

(
1− cos

ϕ1

2

)
.

Now, letψ denote the angle betweenv andP . It
is easy to see that we have0 < ψ < ϕ0 since

ϕ1 ∈ (0, π/2] andy1 6= y2 ∈ F ∩ Cρ(ϕ0, v). Thus,

dist(Ih,v(z), P ) = d cosψ ≥ d cosϕ0

(4.3)
≥ ρ cosϕ0 sinϕ0

(
1− cos

ϕ1

2

)

= c0ρ,

where the constantc0 is given by (4.2). 2

Lemma 4.2 (Slanted planes and good vertical segments, II).Lety1 ∈ F ∩Bρ, assumeπH(y1) 6= 0
and setu = πH(y1)/|πH(y1)|. Letw := u×v and consider the family of rotationsRs := R(sϕ0, w),
wheres ∈ [0, 1

2 ]. Then, for any point

y2 ∈
⋃

s∈[0,1/2]

Rs

(
Cρ(ϕ0, v) \ intBρ/2

)
such thaty2 · u < 0 < y2 · v (4.4)

there exists a pointz ∈ H ∩ ∂Br such thatdist(Ih,v(z), 〈0, y1, y2〉) ≥ c1ρ. One can takec1 ≡
c1(ϕ0) = 1

16 sin 2ϕ0 > 0.
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Proof. Consider the two-dimensional diskD := F ∩Bρ and its boundary circleγ = F ∩ ∂Bρ. Note
that the radius ofD equalsr = ρ sinϕ0. The key point is to observe what the union of all the central
projectionsσF (Rs(D)), s ∈ [0, 1/2], looks like. The rest will follow from the previous lemma.

Without loss of generality we assume thatv = (0, 0, 1) ∈ S2 andy1 = (a, 0, h) ∈ R3 for some
a ∈ (0, r]. Thenu = πH(y1)/|πH(y1)| = (1, 0, 0) andw = u× v = (0,−1, 0). In the standard basis
of R3 — which is(u,−w, v) — the rotationsRs = R(sϕ0, w) are given by

Rs =




cos sϕ0 0 − sin sϕ0

0 1 0
sin sϕ0 0 cos sϕ0


 .

Fig. 3.The situation inF .

Now, consider the pointsp = (0,−r, h) and
q = (0, r, h) in γ ⊂ F . Let ps = Rs(p) and
qs = Rs(q), s ∈ [0, 1

2 ]. Since the axis of ro-
tation containsw, the angles<)(ps, w) and
<)(qs,−w) are constant for alls and equal
π
2 − ϕ0. Thus, ass goes from0 to 1

2 , the
pointsps, qs move along arcs of vertical cir-
cles on∂C(π2 − ϕ0, w). Hence, the central
projectionsσF (ps) andσF (qs) trace arcs of
two branches of the hyperbola

Γ := F ∩ ∂C(
π

2
− ϕ0, w) .

(In fact, ass goes from0 to 1
2 , the point

σF (Rs(x)) moves along a hyperbola inF
for eachx ∈ D, except thex’s that lie on

the diameter ofD parallel tou.)
Note also that, for eachs ∈ [0, 1

2 ], the central projectionσF (Rs(D)) is equal to an ellipseEs
which is tangent to both arms ofΓ atσF (ps) andσF (qs).

Suppose now thaty2 satisfies (4.4). Since

σF

(
Rs

(
Cρ(ϕ0, v) \ intBρ/2

))
= σF (Rs(D)),

and the planeP = 〈0, y1, y2〉 contains the line through0 and y2, we havey3 := σF (y2) ∈ P .
ThereforeP = 〈0, y1, y3〉.

As y2 · u < 0 < y2 · v, the first coordinate ofy3 = σF (y2) is negative. Hence, the linel which
passes throughy3 andy1 in F , and satisfiesl = P ∩ F , contains a pointy4 ∈ P ∩ F on the diameter
of D whose endpoints arep andq. Thus,〈0, y1, y2〉 = P = 〈0, y1, y4〉. If y4 is not in the center
of D (as on the figure above), then the desired claim follows from the previous Lemma, applied for
P = 〈0, y1, y4〉 andϕ1 = π/2. If y4 = the center ofD, then the planeP is vertical and one can take
e.g.z = πH(p) to conclude the proof. In that case one has

dist(Ih,v(z), P ) = r = ρ sinϕ0 >
ρ

16
sin 2ϕ0 = ρc1.

2
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4.2 Looking for good verticesx1, x2, x3: the iteration

Throughout this subsection we assume that0 = x0 ∈ Σ∗ ⊂ Σ = ∂U , whereU ∈ R3 is bounded;Σ
belongs to the classA of all admissible surfaces as defined in Definition 2.4. Fixϕ0 = π

4 . Proceeding
iteratively, we shall construct four finite sequences:

• of compact, connected, centrally symmetric setsS0 ⊂ T1 ⊂ S1 ⊂ T2 ⊂ S2 ⊂ · · · ⊂ SN−1 ⊂
TN ⊂ SN ⊂ R3,

• of unit vectorsv0, . . . , vN , v∗0, . . . , v
∗
N−1 ∈ S2 such that<)(vi, v∗i ) = ϕ0/2 = π/8 for each

i = 0, . . . , N − 1,

• of two-dimensional subspacesHi = (vi)⊥ ⊂ R3, i = 0, . . . , N,
• and of radiiρ0 < ρ1 < · · · < ρN , whereρN =: ds(x0), soρN will provide the desired stopping

distance forx0 as claimed in Theorem 3.3.

These sequences will be shown to satisfy the following properties:

(A) (Diameter ofSi grows geometrically). We haveSi ⊂ Bρi≡B(0, ρi) anddiamSi =
2ρi for i = 0, . . . , N . Moreover

ρi > 2ρi−1 for i = 1, . . . , N. (4.5)

(B) (Large ‘conical caps’ in Si and Ti).

Si \Bρi−1 = Cρi(ϕ0, vi) \Bρi−1 for i = 1, . . . , N, (4.6)

and
Ti+1 ⊂ Bρi and Si ⊂ Ti+1 for i = 0, . . . , N − 1. (4.7)

(C) (Relation betweenSi and Ti+1). For eachi = 0, . . . , N − 1 there is a unit vector
wi ⊥ vi and a continuous one-parameter family of rotationsRis with axis parallel towi
and rotation anglesϕ0, s ∈ [0, 1/2], such that

Ti+1 = Si ∪
⋃

s∈[0,1/2]

Ris

(
Cρi(ϕ0, vi) \ intBρi/2

)
. (4.8)

(D) (Σ does not enter the interior ofSi or Ti+1).

Σ ∩ intSi = ∅ for i = 0, . . . , N, (4.9)

Σ ∩ intTi+1 = ∅ for i = 0, . . . , N − 1. (4.10)

Moreover, we have

Σ ∩ ∂Br ∩ C(ϕ0, v
∗
i ) = ∅ for ρi ≤ r ≤ 2ρi, i = 0, . . . , N − 1, (4.11)

and

∂Bt ∩ C+(ϕ0, vi) ⊂ U and ∂Bt ∩ C−(ϕ0, vi) ⊂ R3 \ U. (4.12)

for all t ∈ (ρi−1, ρi) andi = 1, . . . , N.
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(E) (Points ofΣ \ {x0} on ∂Si). The intersectionΣ ∩ ∂Bρi ∩ ∂Si is nonempty for each
i = 1, . . . , N .

(F) (Big projections ofBρi ∩ Σ ontoHi). For t ∈ [ρi−1, ρi], i = 1, . . . , N we have

πHi(Σ ∩Bt) ⊃ Hi ∩Bt sinϕ0 . (4.13)

Moreover, forri = ρi sinϕ0, i = 1, . . . , N ,

I|z|,vi(z), z ∈ Ai := Hi∩(Bri\ intBri/2) contains at least one point ofΣ. (4.14)

Fig. 4. A possible outcome of the iterative construction. Here,x = x0 is at the center of the picture and we haveN = 3.
The position of the diskBr2 ∩H2, containing the annulusA2 mentioned in Condition (4.14) of (F), is marked with a thick
line.

Once this is achieved, condition (E) implies that

H 2(Σ ∩B(x0, r)) ≥ H 2(D2(0, r sinϕ0)) = πr2/2 for 0 < r ≤ ρN =: ds(x0),

whereD2(p, s) denotes a planar disk with centerp and radiuss. We shall also show that it is possible
to selectxj ∈ B2ρN (j = 1, 2, 3) with the desired properties listed in Theorem 3.3.

Start of the iteration. We setS0 := ∅ andT1 := ∅, ρ0 := 0 and v∗0 := v1 := v(x0), where
v(x0) ∈ S2 is given by Definition 2.4 (ii). Forv0 we take any unit vector with the angle condition

21



<)(v0, v∗0) = <)(v0, v1) = ϕ0/2 = π/8. Then we haveH0 := (v0)⊥ andH1 := (v1)⊥. Moreover, we
use the convention that our closed balls are defined as

Br = B(0, r) := {y ∈ R3 : |y| < r}

so that the closed ballB0 of radius zero is the empty set. Notice that for a complete iteration start we
need to defineρ1 andS1 in order to check Conditions (4.5) in (A), (4.6) in (B), (4.9) and (4.12) for
i = 1, Condition (E), and (4.13) and (4.14) constituting Condition (F). All the other conditions within
the list (A)–(D) are immediate fori = 0. We set

K1
t := Ct(ϕ0, v1) . (4.15)

With growing radiit the setsK1
t describe larger and larger double cones with constant opening angle

2ϕ0 = π/2 and fixed axisv1. Now we define

ρ1 := inf{t > ρ0 = 0 : Σ ∩K1
t ∩ ∂Bt 6= ∅}, (4.16)

and notice that by definition of the setA of admissible surfaces (see Definition 2.4 (ii)) one has
ρ1 > δ0(x0) > 0 = 2ρ0, which takes care of (4.5) in Condition (A) fori = 1. SetS1 := K1

ρ1 , then
we see thatS1 = Cρ1(ϕ0, v1) ⊂ Bρ1 with diamS1 = 2ρ1, so all properties of (A) hold fori = 1.
Moreover,

S1 = Cρ1(ϕ0, v1) = Cρ1(ϕ0, v1) \Bρ0 ,
sinceBρ0 = B0 = ∅, thus (4.6) in (B) holds fori = 1. The definition ofρ1 > 0 (see (4.16)) implies
(4.9) for i = 1, notice that intS1 is the union of two disjoint open cones centrally symmetric to but
not containingx0 = 0 ∈ Σ. For the proof of (4.12) fori = 1 we observe that for eacht ∈ (0, ρ1) we
have by Definition ofρ1 that

Bt ∩ C+(ϕ0, v1) ⊂ U ∪ {0} and Bt ∩ C−(ϕ0, v1) ⊂ (R3 \ U) ∪ {0}, (4.17)

which is even stronger than (4.12). Condition (E) holds fori = 1, too, by definition ofρ1 and the fact
thatΣ is a closed set. Fori = 1 we will prove (4.14) even forall z ∈ D1 := H1 ∩Br1 , which would
immediately imply (4.13) of Condition (F).3 From (4.17) we also infer that every segmentI|z|,v1(z),
for z ∈ H1∩ (Br1 \{0}) with |z| < r1, has one endpoint inU , and the other inR3 \U , which implies
that I|z|,v1(z) intersects the closed surfaceΣ in at least one point for thesez. For z = 0 = x0 ∈ Σ
this is trivially also true, and forz ∈ D1 with |z| = r1 we approximatezk → z ask →∞ with points
zk ∈ D1 and|zk| < r1 to find a sequenceξk ∈ Σ∩ I|zk|,v1(zk) which converges to some surface point
ξ ∈ Σ ∩ I|z|,v1(z). This completes the proof of (4.14) even for allz ∈ H1 ∩Br1 and hence of (F) for
i = 1.

To summarize this first step, we have defined the setsS0 ⊂ T1 ⊂ S1 ⊂ R3, the unit vectors
v0, v1, v

∗
0 ∈ S2 with <)(v0, v∗0) = ϕ0/2, and the corresponding subspacesH0 = (v0)⊥, andH1 =

(v1)⊥, and finally radiiρ0 = 0 < ρ1 without having made the decision ifN = 1 or N > 1. In
addition we have now proved the first two items in Condition (A) fori = 0, 1, and (4.5) fori = 1.
Moreover, we have verified (4.9) fori = 0, 1, and all other statements in the list of properties (B)–(F)
are established for the respective smallest indexi. Note, however, that we have not definedv∗1 yet.

3Alternatively, one could look fort ∈ (0, ρ1) at the (longer) vertical segmentsIψ(t),v1(z), ψ(t) :=
√
t2 − |z|2, whose

endpoints are contained in∂Bt ∩ C+(ϕ0, v1), and in∂Bt ∩ C−(ϕ0, v1), respectively, use (4.12) fori = 1 as proved just
before, to conclude thatIψ(t),v1 intersectsΣ for eacht ∈ (0, ρ1). This proves (4.13) fort ∈ (0, ρ1), the statement for
t = 0 = ρ0 is trivial, and fort = ρ1 use continuity, and the fact thatΣ is a closed set. This is actually the argument we
repeat in the induction stepj 7→ j + 1 later on, since there we have less explicit information aboutSj .
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Stopping criteria and the iteration step.For the decision whether to stop the iteration or to continue
it with step numberj + 1 for j ≥ 1, we may now assume that the sets

S0 ⊂ T1 ⊂ S1 ⊂ T2 ⊂ S2 ⊂ · · · ⊂ Tj ⊂ Sj ⊂ R3,

and unit vectorsv0, . . . , vj , v∗0, . . . , v
∗
j−1 with <)(vi, v∗i ) = ϕ0/2 for i = 0, . . . , j − 1, are defined. We

also have at this point a sequence of radiiρ0 = 0 < ρ1 < · · · < ρj satisfying (4.5) fori = 1, . . . , j.
The first two conditions in (A) may be assumed to hold fori = 0, . . . , j. In (B) we may suppose (4.6)
for i = 1, . . . , j, in contrast to (4.7) which holds fori = 0, . . . , j − 1. Similarly, we may now work
with (4.8) in (C), (4.10) and (4.11) in (D) for alli = 0, . . . , j − 1, whereas we may use (4.9) in (D)
for i = 0, . . . , j, (4.12), Condition (E), and (4.13) and (4.14) in (F) now fori = 1, . . . , j.

Now we are going to study the various geometric situations that allow us to stop the iteration here,
in which case we setN := j, ds(x0) := ρj = ρN , so that (3.3) and (3.4) stated in Theorem 3.3 can
be extracted forH := Hj directly from Condition (F). Indeed, (4.13) fort := ρj = ρN yields (3.3)
sinceϕ0 = π/4. How to find the remaining verticesx1, x2, x3 such that Statement (i) of Theorem 3.3
holds for the tetrahedronT = (x0, x1, x2, x3) will be explained later in detail for each case in which
we stop the iteration. Moreover, we will convince ourselves that the only case in which the iteration
cannot be stopped, can happen only finitely many times. But each time this happens we have to define
unit vectorsv∗j , vj+1 ∈ S2, with <)(vj , v∗j ) = ϕ0/2, andHj+1 := (vj+1)⊥, a new radiusρj+1, new
setsTj+1 ⊂ Sj+1 containingSj , and then check all the properties listed in (A)–(F).

The different geometric situations depend on how the surface hits the “roof” of the current cen-
trally symmetric setSj , that is, where the points of the nonempty intersection in Condition (E) lie:

Case 1. (Central hit.) By this we mean thatΣ ∩ ∂Bρj ∩ C(3
4ϕ0, vj) is nonempty.

Case 2. (No central hit but nice distribution of intersection points.) By this we mean that Case 1
does not hold but there exist two different pointsx1, x2 ∈ Σ ∩ ∂Bρj ∩ C(ϕ0, vj) such that

<)
(
πHj (σ(x1)), πHj (σ(x2))

)
≥ π

3
, (4.18)

whereπHj denotes the orthogonal projection onto the current planeHj = (vj)⊥.

In Cases 1 and 2, we can find triples of points(x1, x2, x3) with all the desired properties and stop the
iteration right away. Below, in paragraphs 4.2.1 and 4.2.2, we indicate how to select thexi’s in each
of these cases, and present the necessary estimates.

If neither Case 1 nor Case 2 occurs, then we have to deal with

Case 3. (Antipodal position.) Σ ∩ ∂Bρj ∩ C(3
4ϕ0, vj) is empty and forany two different points

x1, x2 ∈ Σ ∩ ∂Bρj ∩ C(ϕ0, vj) we have

<)
(
πHj (σ(x1)), πHj (σ(x2))

)
<
π

3
. (4.19)

(Intuitively, Case 3 corresponds to the situation alluded to in the introduction to Section 4: at this
stage we have to take into account the possibility that most points ofΣ ∩Bρj are close to some fixed
2-plane containing the segment with endpointsx0, x1.) Now this third case is more complicated, we
will distinguish three further subcases, of which two will allow us to stop the iteration here. Only the
third subcase will force us to continue the iteration.
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To make this precise, let us fix some pointx1 ∈ Σ ∩ ∂Bρj ∩ C(ϕ0, vj). Such a point does exist
according to Condition (E). Setuj := πHj (x1)/|πHj (x1)| andwj := uj×vj , and consider the family
of rotations

Rjs := R(sϕ0, wj), s ∈ [0, 4] . (4.20)

Consider the union of rotated conical caps

Gjt :=
⋃

0≤s≤t
Rs(Cρj (ϕ0, vj) \ int Bρj/2), t ∈ [0, 1

2 ]. (4.21)

Let
t0 := sup{t ∈ [0, 1

2 ] : Gt ∩
(
Σ \ Sj

)
= ∅}. (4.22)

(Intuitively: we rotate the conical cap “away from the intersectionΣ ∩ ∂Bρj ∩ C(ϕ0, vj)” and look
for new points ofΣ in the rotated set.) There are now three subcases possible. To describe them, let
v∗j := R1/2(vj) (this will be the newvj+1 in the third subcase).

Subcase 3 (a).Gjt0 ∩ (Σ \ Sj) 6= ∅. Thenj = N ; we stop the iteration and selectx2 andx3, the
remaining vertices of a good tetrahedron, using Lemma 4.2 to obtain the desired estimates; see
subsection 4.2.3 for the computations.

Intuitively, Subcase 3 (a) corresponds to the situation where we initially suspect that the surface
might be similar to the one with a little kink (see Fig. 1 at the beginning of Section 4). Condition (4.19)
alone does not exclude this – but here, rotating a portion of the cone slightly, we find new points ofΣ
and detect thatΣ is not flat at scaleρj .

Subcase 3 (b).We havet0 = 1/2 andGj1/2 ∩ (Σ \ Sj) = ∅. However,

Σ ∩
(
C2ρj (ϕ0, v

∗
j ) \ Cρj (ϕ0, v

∗
j )

)
6= ∅. (4.23)

Again,j = N ; we stop the iteration and selectx2 andx3. For details, see subsection 4.2.3.

Informally: here we rotate a portion of the cone slightly and do not find new points ofΣ. How-
ever, there are other points of the surface at comparable distances, again allowing us to exclude the
possibility thatΣ is close to being flat at scaleρj .

Subcase 3 (c).We havet0 = 1/2 and

Gj1/2 ∩ (Σ \ Sj) = ∅. (4.24)

Moreover, (4.23) is violated, i.e.,

Σ ∩
(
C2ρj (ϕ0, v

∗
j ) \ Cρj (ϕ0, v

∗
j )

)
= ∅. (4.25)

If this is the case, then we are unable to exclude the possibility that (most of)Σ is nearly flat at
the given scale, and the iteration goes on. We setTj+1 := Sj ∪ Gj1/2, vj+1 := v∗j = R1/2(vj),
Hj+1 := (vj+1)⊥, and

Kj+1
t := Ct(ϕ0, vj+1), (4.26)

and define
ρj+1 := inf{t > ρj : Σ ∩Kj+1

t ∩ ∂Bt 6= ∅}. (4.27)
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Notice that Condition (4.25) in the context of this subcase guarantees thatρj+1 > 2ρj which verifies
(4.5) in Condition (A) fori = j + 1. Now we define

Sj+1 := Tj+1 ∪ (Kj+1
ρj+1

\ intBρj ), (4.28)

and check that Conditions (A)–(F) are satisfied. Indeed,Sj+1 ⊂ Sj ∪ Kj+1
ρj+1 ⊂ Bρj ∪ Bρj+1 by

Condition (A) fori = j, which implies that (A) holds fori = j + 1 as well. Next,

Sj+1 \Bρj = Kj+1
ρj+1

\Bρj = Cρj+1(ϕ0, vj+1) \Bρj ,

sinceSj ⊂ Bρj by Condition (A) fori = j. Hence (4.6) holds fori = j + 1. AsGjt ⊂ Bρj for all
t ∈ [0, 1/2] we haveTj+1 ⊂ Sj ∪ Bρj ⊂ Bρj because of Condition (A) fori = j. The second item
in (4.7) is a direct consequence of the definition ofTj+1, whence (4.7) holds fori = j. Condition
(C) holds also fori = j by definition ofTj+1. Using (4.9) fori = j, (4.24), and the definition of
ρj+1 > 2ρj in (4.27) we infer that (4.9) holds fori = j + 1, and (4.10) fori = j. Relation (4.11)
for eachr ∈ (ρj , ρj+1] is an immediate consequence of (4.25). Forr = ρj , however, we have to use
(4.24) in combination with the fact that all surface points inΣ ∩ ∂Bρj ∩ C(ϕ0, vj) are in antipodal
position described by (4.19), so thatΣ ∩ ∂Bρj ∩ C(ϕ0, v

∗
j ) = ∅.

Now we turn to the proof of (4.12) fori = j + 1. The definition (4.27) ofρj+1 implies that

∂Bt ∩ C+(ϕ0, vi+1) ⊂ U, or ∂Bt ∩ C+(ϕ0, vi+1) ⊂ R3 \ U (4.29)

for all t ∈ (ρj , ρj+1). Now (4.24) together with (4.12) implies that

∂Bρj ∩ C+(ϕ0, vi+1) ⊂ U,

which excludes the second alternative in (4.29). Condition (E) holds fori = j + 1 by the definition of
ρj+1 and the fact thatΣ is a closed set. For the proof of (4.13) fori = j+1 we look fort ∈ (ρj , ρj+1)
at the vertical segmentsIψ(t),vj+1

(z), ψ(t) :=
√
t2 − |z|2, z ∈ Bt sinϕ0 ∩ Hj+1. The endpoints of

these segments lie in∂Bt ∩ C+(ϕ0, vj+1), and in∂Bt ∩ C−(ϕ0, vj+1), respectively. Now we use
(4.12) fori = j + 1 to conclude thatIψ(t),vj+1

(z) intersectsΣ for eacht ∈ (ρj , ρj+1). This proves
(4.13) fort ∈ (ρj , ρj+1). For t = ρj andt = ρj+1 use continuity, and the fact thatΣ is a closed set.
Finally, to prove (4.14) fori = j + 1 note that (4.5) together with (4.12) fori = j + 1 imply that
the two endpoints of the vertical segmentsI|z|,vj+1

for z ∈ Aj+1 lie in the different open connected

componentsU andR3 \ U. This suffices to conclude that these segments intersectΣ, which finishes
the proof of all conditions in the list (A)–(F) in the iteration step.

Since we have established Condition (E) in the iteration step and (4.5) holds, too, we can deduce
that Subcase 3 (c) can happen only finitely many times, depending on the positionx0 onΣ and on the
shape and size ofΣ:

diam Σ ≥ ρi > 2ρi−1 > · · · > 2i−1ρ1 > 2i−1δ0(x0),

whence the maximal number of iteration steps is bounded by

1 + log(diam Σ/δ0(x0))/ log 2 .

This concludes the Subcase 3 (c). Now we have to analyze the geometric situation in the remaining
Cases 1, 2, and 3 (a) and (b), to extract surface pointsx1, x2, x3, so that the selected tetrahedron
T = (x0, x1, x2, x3) (with x0 = 0) satisfies Part (i) of Theorem 3.3. Part (ii) then follows from an
easy perturbation argument; see Corollary 4.4.
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4.2.1 Case 1 (Central hit): the details

We fix a pointx1 ∈ Σ ∩ ∂Bρj such that

x1 · vj = ±ρj cos γ1, 0 ≤ γ1 ≤
3
4
ϕ0,

and we are going to select suitable pointsx2, x3 ∈ Σ ∩ Bρj so that Condition (i) of Theorem 3.3
is satisfied. This will justify our decision to stop the iteration by having setN := j andds(x0) :=
ρj = ρN . Without loss of generality, rotating the coordinate system if necessary, let us suppose that
vj = (0, 0, 1) ∈ R3 andπHj (x1) ∈ Hj is equidistant fromz1 := (0, rj , 0) andz2 := (0,−rj , 0),
where we recall from Condition (F) fori = j thatrj = ρj sinϕ0. (In other words, we assume w.l.o.g.
that the second coordinate ofx1 is zero.)

Condition (4.14) in (F) fori = j guarantees the existence of a pointx2 ∈ Σ ∩ Ihj ,vj (z2), where
hj = cosϕ0 = rj . Now letP := 〈0, x1, x2〉. ThenπHj (x2) ⊥ x1 and we have

ρj |x2| | cos<)(x1, x2)| = |x1 · x2| = |x1 · (x2 − πHj (x2))|,

which yields

| cos<)(x1, x2)| ≤
|x2 − πHj (x2)|

|x2|
≤ sin(π2 − ϕ0) = 1/

√
2 .

Thus, Definition 2.1 (iii) is satisfied forx0 = 0, x1, x2, for everyθ ≤ π/4. To selectx3, we consider
two subcases.

Subcase 1 (a).If the pointsz1, z2 andπHj (x1) are collinear, then we simply haveP = 〈0, x1, z2〉.
We then use (F) fori = j to selectx3 ∈ Σ ∩ Ihj ,vj (z3), wherez3 := (rj , 0, 0) belongs to the
two-dimensional diskDj := D2(0, rj) in Hj . Thus,

ρj sinϕ0 ≤ |xk − xi| ≤ 2ρj for k 6= i, k, i = 0, 1, 2, 3,

which establishes Conditions (i) and (ii) of Definition 2.1 ford := ds(x0) = ρj and anyθ ≤ sinϕ0 =
1/
√

2 Finally, dist(x3, P ) = rj = ρj sinϕ0, and this takes care of Part (iv) of Definition 2.1 so that
T = (x0, x1, x2, x3) ∈ V (η, ds(x0) for anyη < 1/

√
2, i.e. in this subcase Part (i) of Theorem 3.3 is

satisfied for anyη < 1/2.

Subcase 1 (b).If the pointsz1, z2 andπHj (x1) are non-collinear, then we consider the line segment
J := Fj ∩ Bρj ∩ P contained in the affine planeFj := Hj + hjvj . Sincex1 ∈ C(3

4ϕ0, vj) and
y1 := σFj (x1) ∈ J , it is easy to check that, no matter wherex2 has been chosen,J (andP ) contains
pointsy2 ∈ Fj such that

<)(πHj (y2), πHj (y1)) ≥ arccos
(

cotϕ0 tan
3
4
ϕ0

)
>
π

5
.

Therefore, we may apply Lemma 4.1 withϕ0 = π
4 andϕ1 := π/5 to select a pointx3 ∈ Σ on one of

the vertical segmentsIhj ,vj (z), z ∈ γj := the boundary ofDj in Hj , so that

ηρj < dist(x3, P ) and ηρj < |xk − xi| ≤ 2ρj for k 6= i, k, i = 0, 1, 2, 3.

whereη := 1/100 < π/200 ≤ 1
2(1 − cos π

10) = c0(π/4, π/5) (and we used1 − cosx ≥ x2/π,
x ∈ [0, π2 ], for the first inequality). This verifies Conditions (i), (ii), and (iv) of Definition 2.1 for
eachθ ≤ η = 1/100, and we have seen before that Part (iii) of that Definition holds for allθ ≤ π/4.
Hence Part (i) of Theorem 3.3 is also satisfied forη := 1/100 in this subcase, which completes our
considerations for Case 1.
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4.2.2 Case 2 (No central hit but nice distribution of intersection points): the details

The setting. As in Case 1, we have stopped the iteration, setN := j, ds(x0) := ρj = ρN . Let
Hj = (vj)⊥ andFj = Hj + hjvj , and letσ ≡ σFj denote the central projection from0 to Fj .

Recall that we now have

Σ ∩ ∂Bρj ∩ C(
3
4
ϕ0, vj) = ∅ (4.30)

but we assume that there aretwo differentpointsx1, x2 ∈ Σ ∩ ∂Bρj ∩ C(ϕ0, vj) such that

<)
(
πHj (σ(x1)), πHj (σ(x2))

)
≥ π

3
. (4.31)

Let yk = σ(xk), k = 1, 2. Since the planeP = 〈0, x1, x2〉 = 〈0, y1, y2〉, we can apply Lemma 4.1
with ϕ0 = π/4, ϕ1 = π

3 to select a third pointx3 ∈ Σ on a vertical segmentIhj ,vj (z3) (using (4.14)
for i = j), wherez3 ∈ γj := ∂Brj ∩Hj , the outer boundary ofAj in Hj . This gives

η1ρj ≤ dist(x3, P ) and η1ρj ≤ |xk − xi| ≤ 2ρj for k 6= i, k, i = 0, 1, 2, 3.

where now we haveη1 = c0(π/4, π/3) = 1
2(1− cos π6 ) = 1

4 .

It remains to verify that the angle<)(x1 − x0, x2 − x0) = <)(x1, x2) is in [η2, π − η2] for some
absolute constantη2 > 0 (possibly smaller thanη1), to verify Condition (iii) in Definition 2.1. This is
intuitively obvious but we give the details (without aiming at the best possible bounds).

Let us suppose first that the two scalar productsxk · vj (k = 1, 2) have the same sign. Write

xk = uk + wk, uk := πHj (xk) for k = 1, 2,

and letak := |wk|/ρj ≡ |wk|/|xk| for k = 1, 2. Note that since|x1| = |x2| = ρj and (4.30) is
satisfied, we have in fact

ak ≤ sin
(
π

2
− 3

4
ϕ0

)
=

5π
16
, k = 1, 2. (4.32)

Moreover, we have
<)(u1, u2) = <)

(
πHj (σ(x1)), πHj (σ(x2))

)
≥ π

3
, (4.33)

(the first equality in (4.33) holds since the scalar products ofxk, k = 1, 2, with vj are of the same
sign). Setψ := <)(x1, x2). Then, since the scalar productsxk · vj (k = 1, 2) have the same sign, we
havew1 · w2 = |w1| · |w2| > 0, and therefore

0 ≤ cosψ =
x1 · x2

|x1| · |x2|
=

(u1 · u2) + (w1 · w2)
ρ2
j

=
|u1| · |u2| cos<)(u1, u2)

ρ2
j

+ a1a2

≤ 1
2
(1− a2

1)
1/2(1− a2

2)
1/2 + a1a2 by (4.33)

(∗)
≤ (1− λ)

(
(1− a2

1)
1/2(1− a2

2)
1/2 + a1a2

)

≤ 1− λ by Young’s inequality,

provided that we can chooseλ ∈ (0, 1
2) so that(∗) holds, i.e., equivalently,

λa1a2 ≤
(

1
2
− λ

)
(1− a2

1)
1/2(1− a2

2)
1/2 . (4.34)
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Now, (4.32) implies that the left-hand of (4.34) does not exceedλ sin2 5π
16 whereas the right-hand

side is certainly greater than(1
2 − λ) cos2 5π

16 . Thus, (4.34) holds for everyλ ≤ 1
2 cos2 5π

16 , e.g. for
λ = 1

2 cos2 π
3 = 1

8 and then with strict inequality. This givescosψ ∈ [0, 7
8), i.e.,

η2 ≤ ψ = <)(x1, x2) ≤
π

2
.

for η2 := arccos 7
8 ' 0.505 > 1/4.

If the two scalar productsxk · vj (k = 1, 2) have different signs, we considerx̃2 = −x2. Since
the central projectionsσ(x2) andσ(x̃2) coincide, we can apply the previous reasoning tox1 andx̃2,
to obtain<)(x1, x̃2) ∈ [η2,

π
2 ], i.e.<)(x1, x2) ∈ [π2 , π − η2].

With the choiceη := min{η1, η2} = η1 = 1/4 we have verified that the tetrahedronT =
(x0, x1, x2, x3) satisfies all conditions of Definition 2.1, hence is of classV (η, ds(x0) for η = 1/4,
which proves Part (i) of Theorem 3.3 also in Case 2. This concludes the proof in Case 2.

4.2.3 Case 3 (Antipodal position): the details

We deal with Subcases 3 (a) and 3(b), where we have stopped the iteration, have setN := j, with
stopping distanceds(x0) := ρj = ρN . Recall thatHj = (vj)⊥, Fj = Hj + hjvj , andσ ≡ σFj is the
central projection from0 to Fj .

As in Case 2,Σ ∩ ∂Bρj ∩ C(ϕ0, vj) is nonempty but we have

Σ ∩ ∂Bρj ∩ C(
3
4
ϕ0, vj) = ∅.

However, in this Case condition (4.18) is violated, i.e.for every twopointsx1, x2 ∈ Σ ∩ ∂Bρj ∩
C(ϕ0, vj) we have

<)
(
πHj (σ(x1)), πHj (σ(x2))

)
<
π

3
. (4.35)

We have already fixedx1 ∈ Σ ∩ ∂Bρj ∩ C(ϕ0, vj) and assume now without loss of generality
thatvj = (0, 0, 1), x1 · vj > 0, andu := uj = πHh(x1)/|πHj (x1)| = (1, 0, 0). Hence the unit vector

w := wj = (0,−1, 0) determines the axis of the rotationsRjs defined in (4.20) which in turn were
used to rotate conical caps to obtain the setsGjt and the stopping rotational anglet0 (see (4.21) and
(4.22)). On this basis the three subcases in Case 3 were distinguished. Let us describe in some detail
how we choosex2 andx3 in Subcase 3 (a) and (b).

Stopping the iteration in Subcase 3 (a)

Let us first note thatt0 > 0. To see this, set

Xj := {y ∈ R3 : (y · vj)(y · u) ≤ 0}, Y j := Xj ∩ (Cρj (ϕ0, vj) \ intBρj/2),

and note that ifRs(Cρj (ϕ0, vj) \ intBρj/2) contains a new pointy of Σ, i.e. a pointy ∈ Σ \ Sj , then
we have in facty ∈ Rs(Y j). However, this cannot happen fors arbitrarily close to0, as in Case 3 we
have

dist
(
Y j ,Σ ∩Xj

)
> 0

due to (4.35), (4.9) and (4.12) fori = j in (D), and (4.5) fori = j.
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We choosex2 ∈ Gt0 ∩ (Σ \Kj
ρj ). It is easy to see that ifx2 · vj andx1 · vj have the same sign,

then

3
16
π =

3
4
ϕ0 ≤ <)(x1, x2) ≤ <)(x1, vj) +<)(vj , Rt0(vj)) +<)(Rt0(vj), x2)

≤ ϕ0 + t0ϕ0 + ϕ0 ≤
5
2
ϕ0 =

5
8
π .

(4.36)

If the scalar productsx2 ·vj andx1 ·vj have different signs, then (4.36) holds withx̃2 = (−x2) instead
of x2, so that in either case we have

3
16
π ≤ <)(x1, x2) ≤ π − 3

16
π =

13
16
π, (4.37)

and Condition (iii) of Definition 2.1 holds withθ := 3π/16.
Now, takeP = 〈0, x1, x2〉 = 〈0, σFj (x1), σFj (x2)〉 and apply Lemma 4.2 in connection with

(4.14) fori = j in (F) to find the last good vertexx3 on one of the segmentsIhj ,vj (z), wherez runs
along the circleγj bounding the diskHj ∩ Brj , rj = ρj sinϕ0. Thendist(x3, P ) ≥ c1(ϕ0)ρj where
c1(ϕ0) = 1

16 sin 2ϕ0 = 1
16 ,which verifies Condition (iv) of Definition 2.1 withθ := 1/16. Conditions

(i) and (ii) of that definition are easily checked, so thatT = (x0, x1, x2, x3) ∈ V (η, ds(x0) (and
therefore Part (i) of Theorem 3.3 is shown) forη = 1/16 in Subcase 3 (a).

Stopping the iteration in Subcase 3 (b)

Use (4.23) to select a pointx2 ∈ Σ ∩
(
C2ρj (ϕ0, v

∗
j ) \ Cρj (ϕ0, v

∗
j )

)
.

Assume first thatx2 · v∗j > 0. Since, by the definition ofRs andv∗j = R1/2(vj), we have

<)(x1, v
∗
j ) = <)(x1, vj) +<)(vj , v∗j ) ∈ [54ϕ0,

3
2ϕ0],

and<)(x2, v
∗
j ) ≤ ϕ0, two applications of the triangle inequality for the spherical metric give

<)(x1, x2) ∈ [14ϕ0,
5
2ϕ0] = [π/16, 5π/8]

in that case. Ifx2 · v∗j < 0, then we estimate the angle<)(x1,−x2) in the same way. This yields

<)(x1, x2) ∈ [π/16, 15π/16],

no matter what is the sign ofx2 · v∗j , which yields Condition (iii) of Definition 2.1 forθ = π/16. Note
that this estimate for the angle implies an estimate for the distance,ρj sin(π/16) ≤ |x2 − x1| being
part of Condition (ii) in Definition 2.1 forθ = sinπ/16.

To selectx3, we argue similarly to the proof of Lemma 4.2.
Consider the affine planeF ≡ Fj = Hj + hjvj , hj = ρj cosϕ0. Let σ ≡ σF be the central

projection from0 to F . Set
E := σ

(
C2ρj (ϕ0, v

∗
j )

)
⊂ F ;

this is a filled ellipse inF . We havey2 = σ(x2) ∈ E. Consider now the pointy1 = σ(x1) ∈ F . The
planeP = 〈0, x1, x2〉 is equal to〈0, y1, y2〉. The straight linel = P ∩ F passes throughy1, y2, and
has to intersect∂E andl2, where the straight line

l2 := P2 ∩ F for P2 := (R(7π/8, w)(vj))⊥ = (R7/2(vj))
⊥,
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is tangent to∂E in F , and the direction ofl2 is perpendicular tovj and tou = (1, 0, 0). Let y3 be that
point in∂E∩ l — which in general contains two points — which is closer toy1, and let{y4} := l2∩ l.
Then it is easy to see thaty4 lies onl betweeny3 andy1. Therefore,l contains a pointy5 such that
(see the figure below)

<)
(
πHj (y5), πHj (y1)

)
= φ := arccos

[
cotϕ0

(
tan

π

8

)]
= arccos

(
tan

π

8

)
= 1.1437 . . . , (4.38)

and we haveP = 〈0, x1, x2〉 = 〈0, y1, y5〉.

Fig. 5. The configuration inF discussed above. The (slanted, dashed) linel passes throughy1 = σ(x1) and some other
point (not shown) belonging to the ellipseE. The four points depicted onl are, from right to left,y1, y4, y5 andy3. Note
thaty4 is always situated betweeny3 (which is on the boundary of the ellipse) andy1. The position ofy5, which is chosen
on l so that the angle<)(πHj (y1), πHj (y5)) = φ, may change, depending on the slope ofl and position ofy1 = σ(x1) (a
special caseσ(x1) = x1 ∈ F is shown here). For some positions ofx2 considered in Subcase 3 (b), whenl is not so close
to a tangent toE, we might obtain the order:y1, theny4 ∈ l2, theny3 ∈ ∂E, and finallyy5 satisfying (4.38).

Applying Lemma 4.1 withϕ1 := φ, we find a pointz3 ∈ Hj ∩ ∂Brj , rj = ρj sinϕ0, and because
of (4.14) fori = j in (F) the last vertexx3 ∈ Ihj ,vj (z3)∩Σ ⊂ Bρj of a good tetrahedron. The estimate
from Lemma 4.1 gives now

dist(x3, P ) ≥ c0(ϕ0, φ)ρj = 0.0795 . . . · ρj .

Sincec0(ϕ0, φ) < cos(π/16), it is easy to see that all the distancesdik := |xi − xk|, i 6= k, satisfy

0.0795 . . . · ρj ≤ dik ≤ 3ρj .

All the conditions of Definition 2.1 are verified now, and we conclude thatT = (x0, x1, x2, x3) ∈
V (η, ds(x0)) for η := c0(ϕ0, φ) = 0.0795 andds(x0) = ρj = ρN , which implies the validity of Part
(i) of Theorem 3.3 for this last Case where the iteration was stopped. Part (ii) follows from Corollary
4.4 below. 2
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4.3 Estimates for perturbed tetrahedra

Lemma 4.3. Assume thatx0 = 0, x1, x2, x3 ∈ R3 satisfy

(i) ηd ≤ |xi − xj | ≤ η−1d for all i 6= j, i, j = 0, 1, 2, 3,

(ii) dist(x3, 〈x0, x1, x2〉) ≥ ηd;

(iii) η ≤ <)(x1 − x0, x2 − x0) ≤ π − η,

whereη ∈ (0, 1
2) andd > 0. Then, there exists a numberε = ε(η) ∈ (0, 1/4) such that

dist
(
y3, 〈y0, y1, y2〉

)
≥ 1

2
ηd (4.39)

wheneveryi ∈ Bεd(xi) for i = 0, 1, 2, 3.

Proof. W.l.o.g. we may assume thatx0 = 0. Let yi = xi+vi with |vi| ≤ εd for i = 0, 1, 2, 3; we shall
fix ε ∈ (0, 1/4) later on. Since the left-hand side of (4.39) is invariant under translations, it is enough
to prove (4.39) for the quadruple(y0, y1, y2, y3) shifted by−v0. Thus, from now on we suppose that

y0 = x0 = 0, yj = xj + wj , where|wj | ≤ 2εd for j = 1, 2, 3.

By (iii), (i), and the fact thatη < 1/2, we have

d2η4 ≤ d2η2 sin η ≤ |x1 × x2| ≤ |x1| |x2| ≤ d2η−2 .

Moreover,y1 × y2 = (x1 × x2) + v, where the remainder vectorv satisfies by Assumption (i)

|v| = |w1 × x2 + x1 × w2 + w1 × w2|
(i)
≤ 2 · 2εd · dη−1 + (2εd)2 ≤ d2η−1(4ε+ 4ε2) < 5εd2η−1

(the last inequality is satisfied for allε ∈ (0, 1/4) and0 < η ≤ 1). Thus,

|y1 × y2| ≤
3
2
|x1 × x2|

if |v| ≤ 1
2d

2η4 ≤ 1
2 |x1 × x2|, and the last condition is satisfied whenever

10ε ≤ η5. (4.40)

Sincey0 = 0 = x0, for all such choices ofε we have according to Assumption (ii)

dist
(
y3, 〈y0, y1, y2〉

)
=

|〈y3, y1 × y2〉|
|y1 × y2|

≥ 2|〈y3, y1 × y2〉|
3|x1 × x2|

≥ 2|〈x3, x1 × x2〉|
3|x1 × x2|

−R

(ii)
≥ 2

3
dη −R,

where, by the triangle inequality,

0 ≤ R ≤ 2
3|x1 × x2|

(|w3| |x1| |x2|+ |w3| |v|+ |x3| |v|)

≤ 2
3
(d2η4)−1(2εd · d2η−2 + εd · d2η4 + dη−1 · 5εd2η−1)

< 6εdη−6

as0 < η < 1 henceη4 < η−2 for the last inequality. Choosingε = ε(η) ∈ (0, 1/4) so small that
R ≤ 6εdη−6 ≤ 1

6dη in addition to the requirement in (4.40), we conclude the proof. 2
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Corollary 4.4. Givend > 0 one finds for anyη ∈ (0, 1/2) a constantα = α(η) ∈ (0, η/20) such
that for all tetrahedraT ∈ V (η, d) one has

T ′ ∈ V (
η

2
,
3
2
d) for all ‖T − T ′‖ ≤ αd.

We omit the proof since it relies on simple distance estimates using the triangle inequality and on
Lemma 4.3.

4.4 Large projections and forbidden conical sectors

It is clear that conditions (A)–(F) stated at the beginning of Section 4.2 combined with the lower
bound for stopping distances obtained in Proposition 3.5 imply the statement of Proposition 3.4 for
all pointsx ∈ Σ∗.

Using density ofΣ∗ and closedness ofΣ it is easy to see that Proposition 3.4 does hold also for
all x ∈ Σ \ Σ∗.

Indeed, fixx ∈ Σ andr < R0 = R0(E, p). Choose a sequence ofxi → x, xi ∈ Σ∗. For eachxi,
let Hi andvi be the plane and unit vector whose existence is given by Proposition 3.4 for points of
Σ∗. SetDi := Hi ∩B(xi, r/

√
2).

Passing to subsequences if necessary, we can assume thatHi andvi converge asi→∞ to a plane
H and a unit vectorv. We shall show thatH andv satisfy the requirements of Proposition 3.4 forx
andr.

For eachw ∈ D := H ∩ B(x, r/
√

2) we selectwi ∈ Di with |wi − xi| = |w − x| such that
wi → w asi→∞. By (3.5) applied forxi, Σ contains pointsyi = wi + tivi where the coefficientsti
satisfy

|ti|2 ≤ r2 − |wi − xi|2 = r2 − |w − x|2.
Again, without loss of generality we can assume thatti → t asi→∞, so that

yi = wi + tivi → y = w + tv, |t|2 ≤ r2 − |w − x|2.

It is clear thaty ∈ Σ ∩B(x, r) andπH(y) = w so that (3.5) holds atx.
Finally, if one of (3.6)–(3.7) were violated with our choice ofH andv, then the respective condi-

tion would be violated forxi, r,Hi andvi for all i sufficiently large, a contradiction.

5 Uniform flatness and oscillation of the tangent planes

Throughout this section we assume thatΣ = ∂U is a closed, compact admissible surface inR3, with

Mp(Σ) < E <∞

for somep > 8. As was shown before in Theorem 3.1, all suchΣ are Ahlfors regular with bounds
depending only on the energy, i.e. there exists anR0 = R0(E, p) > 0 whose precise value was given
in (3.1) such that

H 2(Σ ∩B(x,R)) ≥ π

2
R2 for all x ∈ Σ andR ∈ (0, R0]. (5.1)

We shall show that each suchΣ is in fact a manifold of classC1. To this end, we shall show that
the tangent plane toΣ exists and satisfies an a priori Hölder estimate. This a priori estimate allows
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to coverΣ by a finite number of balls, with radii depending only onp and the bound for energy,
such that in each of these ballsΣ is a graph of aC1 function with Hölder continuous derivatives, see
Corollary 5.7. This fact will be used also later in Section 7 when dealing with sequences of admissible
surfaces with equibounded energy.

Our aim in this section will be to estimate the so-calledbeta numbers; see e.g. the introductory
chapter of [8],

βΣ(x, r) := inf

{
sup

y∈Σ∩B(x,r)

dist(y, F )
r

: F is an affine plane throughx

}
(5.2)

for small radiir and pointsx ∈ Σ , and to show that

βΣ(x, r) ≤ C(E, p)rκ (5.3)

whereκ = κ(p) = (p − 8)/(p + 16) > 0. One of the issues is that we want to have such estimates
for all r < R1(E, p) whereR1(E, p) is a constant that does not depend onΣ.

It is known that for the class of Reifenberg flat sets with vanishing constant uniform estimates like
(5.3) implyC1,κ regularity, cf. for example David, Kenig and Toro [6, Section 9], or Preiss, Tolsa and
Toro [26, Def. 1.2 and Prop. 2.4]. In our case, we a priori know thatΣ ∈ A and this information by
itself does not imply Reifenberg flatness. However, we establish (5.3) inductively; while doing that,
we can simultaneously ensure thatΣ is Reifenberg flat with a vanishing constant in a scale depending
only on the energy.

In order to show precisely what is the role of energy bounds, we give all details of that reasoning.
Everything is based on iterative applications of Proposition 3.4 and of the following simple lemma.

Lemma 5.1 (Flat boxes).Suppose thatMp(Σ) < E for somep > 8. Then, for any given number
1 > η > 0 there exist two positive constantsε0 = ε0(η) > 0 and c1 = c1(η, p) > 0 such that
whenever a triple of points∆ = (x0, x1, x2) ∈ Σ3 satisfies

∆ ∈ S (η, d), d ≤ R0(E, p)

whereR0(E, p) is given by(3.1), then we have

Σ ∩B(x0, 3d) ⊂ Uεd(〈x0, x1, x2〉) (5.4)

for eachε ∈ (0, ε0(η)) which satisfies the balance condition

ε16+pd8−p ≥ c1(η, p)E. (5.5)

In other words, we have
βΣ(x0, 3d) ≤

ε

3
(and also a slightly weaker inequalityβΣ(x0, d) ≤ ε) whenever we can find an appropriate triple of
points ofΣ and (5.5) is satisfied. Note that the balance condition (5.5) is satisfied forε ≈ E1/(p+16)dκ,
so that the ‘boxes’B(x0, 3d)∩Uεd(〈x0, x1, x2〉) become indeed flatter and flatter as the scaled→ 0.

Remark 5.2. This lemma and its iterative applications in the proof of Theorem 5.4 are one of the
main reasons behind our choice of definition ofMp. The proof presented below shows that for any
integrandKs(T ) satisfying

Ks(T ) ≈ hmin(T )
(diamT )2+s

, s > 0,

33



for which the scaling invariant exponent equals8/(1+s), the appropriate balance condition replacing
(5.5) would be

ε16+pd8−(1+s)p & Energy:=
∫

Σ4

Ks(T )p dµ .

Forp > 8/(1+s) this would yield, instead of (5.3) above, an inequality of the formβΣ(x, r) . rκ(s,p)

with κ(s, p) = (p + sp − 8)/(p + 16). However, forp > 24/s we haveκ(s, p) > 1, and reasoning
as in the proof of Theorem 5.4 below one could show that the normal toΣ is Hölder continuous with
exponentκ(s, p) > 1, i.e. constant! Because of that we do not work with thecMT curvature introduced
by Lerman and Whitehouse in [16]: for sufficiently largep, the only surface with finite energy would
be a plane.

Proof. We argue by contradiction. Suppose that some pointx3 ∈ Σ ∩ B(x0, 3d) does not belong to
Uεd(P ), P := 〈x0, x1, x2〉. Fix ε0 = ε0(η) > 0 so small that ifε < ε0, then for all tetrahedraT ′ with
verticesx′i ∈ B(xi, ε2d), i = 0, 1, 2, 3 one has

dist(x′3, 〈x′0, x′1, x′2〉) ≥
εd

4
=
ε

6
· 3d

2
and ∆(T ′) = (x′0, x

′
1, x

′
2) ∈ S (η/2, 3d/2). (5.6)

(An exercise, similar to the proof of Lemma 4.3, shows that one can take e.g.ε0(η) = η2/200.) Now,
sinceε2d < d ≤ R0(E, p), we have by (5.1)

H 2(Σ ∩B(xi, ε2d)) ≥
π

2
(ε2d)2 > ε4d2

for i = 0, 1, 2, 3. Invoking Lemma 2.10 withκ = ε/6 as suggested by (5.6), we obtain an estimate of
the integrand,

K(T ′) ≥ 1
502

(η
2

)3 ε

6
· 2
3d

=
1

18 · 104

η3ε

d
, T ′ = (x′0, x

′
1, x

′
2, x

′
3) .

Integrating this inequality w.r.t.T ′ ∈ Σ4 ∩Bε2d(T ), we immediately obtain

E > Mp(Σ) ≥
∫

Σ4∩Bε2d(T )
Kp(T ′) dµ(T ′) >

(
ε4d2

)4
(

η3ε

18 · 104d

)p

= η3p(18 · 104)−pε16+pd8−p,

which is a contradiction to (5.5) if we choosec1(η, p) = η−3p(18 · 104)p. 2

Remark. From now on, we fixη > 0 to be the constant whose existence is asserted in Theorem 3.3,
and we write

c1(p) := c1(η, p) (5.7)

for that fixed value ofη.

Lemma 5.3 (Good triples of points ofΣ). Let Σ ∈ A , p > 8 and Mp(Σ) < ∞. Suppose that
x ∈ Σ, y ∈ Σ and0 < d = |x− y| < ds(x), whereds(x) is the stopping distance from Theorem 3.3.
Then there exists a pointz ∈ Σ ∩B(x, d) and an affine planeH passing throughx such that

(i) ∆ = (x, y, z) ∈ S (η, d), whereη is the constant from Theorem 3.3;

(ii) πH(Σ ∩B(x, d)) ⊃ H ∩B(x, d sinϕ0), whereϕ0 = π
4 ;
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(iii) <)(H,P ) ≤ α∗0, whereP = 〈x, y, z〉 and

α∗0 :=
π

2
− arctan

1√
2

= 0.955 . . . <
π

3
. (5.8)

Proof. W.l.o.g. we suppose thatx = 0 ∈ R3. Applying Proposition 3.4, we findv ∈ S2 andH = (v)⊥

such that (3.5), (3.6) and (3.7) do hold forr = d = |x− y|,H andv. In particular,

D := H ∩B(x, d/
√

2) ⊂ πH(B(x, d) ∩ Σ) , (5.9)

and by (3.6)–(3.7)
π

4
≤ <)(y − x, v) ≤ 3π

4
. (5.10)

By (5.9), for eachw in the boundary circle of the diskD the segmentI(w) := Id/
√

2,v(w) (cf.
Section 2.1 for the definition) contains at least one point ofΣ. Choosew0 ∈ D such thatw0 − x ⊥
πH(y − x) and |w0 − x| = d/

√
2 and then choose any pointz ∈ Σ ∩ I(w0). We claim that the

conditions of the lemma are satisfied by that pointz andH.
Indeed, we havez ∈ B(x, d) andmin(|z−x|, |z− y|) ≥ d/

√
2 ≥ ηd. By choice ofz andw0, we

also have

(z − x) · (y − x) = z · y = (z − πH(z)) · (y − πH(y)) = ±|z − πH(z)| |y − πH(y)| .

Thus,| cos<)(z, y)| = (|z−πH(z)|/|z|) (|y−πH(y)|/|y|) ≤ (cosϕ0)2 = 1
2 , so that<)(z, y) ∈ [π3 ,

2π
3 ].

This implies that∆ = (x, y, z) is (η, d)-wide, i.e.∆ ∈ S (η, d).
To check (iii), one solves an exercise in elementary geometry. For that letP := 〈x, y, z〉. It is

enough to check thatπ2 ≥ <)(P, vi) ≥ arctan(1/
√

2) and then use<)(P,H) = π
2 − <)(P, v). To

compute<)(P, v), letF = H + hv, h = d cosϕ0 = d/
√

2 and note that the distanceδ := dist(l1, l2)
between the two straight linesl1 := P∩F andl2 := {x+sv : s ∈ R} ⊥ F satisfiesδ ≥ h/

√
2 = d/2.

This gives the desired estimate of the angle. 2

Theorem 5.4 (Existence and oscillation of the tangent plane).Assume thatΣ ∈ A andMp(Σ) <
E for somep > 8. Then, for eachx ∈ Σ there exists a unique planeTxΣ (which we refer to astangent
plane ofΣ atx) such that

dist(x′, x+ TxΣ) ≤ C(p,E)|x′ − x|1+κ for all x′ ∈ Σ ∩Bδ1(x), (5.11)

whereκ := (p− 8)/(p+ 16) > 0 andδ1 = δ1(E, p) > 0. Moreover, there is a constantA = A(p)
such that wheneverx, y ∈ Σ with 0 < d = |x− y| ≤ δ1(E, p), then

<)(TxΣ, TyΣ) ≤ A(p)E1/(p+16) dκ . (5.12)

Remark 5.5. In fact a possible choice forδ1(E, p) is

δ1(E, p) := min
{

1, R0(E, p),
(µ0κ

400

)1/κ (
c1(p)E

)−1/(p−8)
}
, (5.13)

whereR0(E, p) is the absolute constant given in(3.1) of Theorem 3.1,c1(p) is defined in(5.7), and
µ0 := 1

4

(
π
3 − α∗0

)
.
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Proof of Theorem 5.4.Let us describe first a rough idea of the proof.
To begin, we use Lemma 5.3 and selectz ∈ Σ ∩ B(x, d) such that the triple∆ = (x, y, z) ∈

S (η, d). Then, fixingδ1(E, p) small and setting

dN := d/10N−1, εN such thatε16+p
N d8−p

N ≡ c1(p)E for N = 1, 2, . . .,

we shall find triples of points,∆N = (x, yN , zN ) ∈ Σ3, such thatyN , zN ∈ B(x, 2dN ) and the angle
γN = <)(yN−x, zN−x) ≈ π

2 with a small error bounded byC
∑
εN whereC depends only onp and

E. The crucial tool needed to selectyN , zN is the knowledge thatΣ ∩ B(x, d1) has large projections
onto some fixed plane.

Thus, an application of Lemma 5.1 shall give

Σ ∩B(x, 3dN ) ⊂ UεNdN (PN ), PN = 〈x, yN , zN 〉. (5.14)

Moreover, we shall check that the planesPN satisfy<)(PN+1, PN ) ≤ CεN , andP1 is close toP0 =
〈x, y, z〉. Thus, the sequence(vN ) of normal vectors toPN is a Cauchy sequence inS2. This allows
us to set the (affine) tangent planeP ≡ TxΣ + x to be the limit plane of thePN , and to prove that
P does not depend on the choice ofyN , zN andPN (which is by no means unique). (It is intuitively
clear thatP = limPN should be equal to the affine tangent plane toΣ at all points whereΣ a priori
happens to have a well defined tangent plane.) The whole reasoning gives

<)(TxΣ, P0) ≤ Cε1 = C ′dκ.

Reversing the roles ofy andx, we run a similar iterative reasoning to obtain the above inequality with
x replaced byy. An application of the triangle inequality, combined with a routine examination of the
constants, ends the proof.

Let us now pass to the details.

Again, we assume for the sake of convenience thatx = 0. Set

dN :=
d

10N−1
, d = |x− y|, N = 1, 2, . . . , (5.15)

and letεN be defined by
ε16+p
N d8−p

N ≡ c1(p)E, N = 1, 2, . . . (5.16)

Note that

εN =
(
c1(p)E
d8−p

) 1
16+p

·
(
10N−1

) 8−p
16+p → 0 as N →∞.

Moreover, by our choice ofδ1 in (5.13),

200
∞∑

N=1

εN = 200
(
c1(p)E

)1/(p+16)
∞∑

N=1

dκN , κ :=
p− 8
p+ 16

> 0,

= 200
(
c1(p)E

)1/(p+16)
( ∞∑

N=0

10−Nκ
)
dκ

≤ 400
κ

(
c1(p)E

)1/(p+16)
dκ

≤ µ0 =
1
4

(π
3
− α∗0

)
, (5.17)
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whereα∗0 ∈ (0, π3 ) is given by (5.8). (We have used
∑

10−jκ = 10κ/(10κ − 1) ≤ 2/κ in the second
inequality above.) In particularεN � 1 for all N ∈ N.

Proceeding inductively, we shall define two sequences of pointsyN , zN ∈ Σ which converge to
x = 0 and satisfy the following conditions for eachN = 1, 2, . . ..

dN
2
≤ |yN |, |zN | ≤

3dN
2

. (5.18)

An initial planeP0 and planesPN = 〈0, yN , zN 〉 satisfy αN := <)(PN , PN−1) ≤ 200εN . (5.19)

The angleγN := <)(yN , zN ) ∈ [0, π] satisfies
∣∣∣γN −

π

2

∣∣∣ ≤ 6ε1 + 40(ε1 + · · ·+ εN−1) . (5.20)

We shall also show that there exists a fixed planeH (given by an application of Lemma 5.3 at the first
step of the whole construction) throughx such that, for eachN = 1, 2, . . . ,

πH(B(x, dN ) ∩ Σ) ⊃ DH(x, dN/2) := B(x, dN/2) ∩H . (5.21)

Here is a short description of the order of arguments: we first apply Lemma 5.3 to selectP0 and
then correct it slightly to have two pointsy1, z1 satisfying (5.20). This is done in Steps 1 and 2 below.
Next, proceeding inductively, we first selectyN+1, zN+1 very close to the intersection of segments
[0, yN ] and[0, zN ] with the boundary of∂BdN+1

(Step 3). Finally, we estimate the angleαN (Step 4)
and prove thatP = limPN does not depend on the choice ofP0 (Step 5).

Step 1.For givenx andy use Lemma 5.3 to selectz ∈ Bd(Σ) and the planeH satisfying conditions
(i)–(iii) of that lemma. (Notice that|x − y| = d ≤ δ1(E, p) ≤ R0(E, p) < ds(x0) by our choice
(5.13) and (3.8) in Proposition 3.5, so that Lemma 5.3 is indeed applicable.)

Let P0 = 〈x, y, z〉 = 〈0, y, z〉; by (iii), we have

α′0 := <)(P0,H) ≤ α∗0 =
π

2
− arctan

1√
2
<
π

3
. (5.22)

Lemma 5.1 givesβΣ(x, d1) ≤ ε1 . Set

F0 := {z′ ∈ B(0, d1) : dist(z′, P0) ≤ ε1d1} = Uε1d1(P0) ∩Bd1 . (5.23)

We know thatΣ ∩ B(x, d1) ⊂ F0. The goal will be to prove that one can chooseyN , zN so that for
PN := 〈x, yN , zN 〉

Σ ∩B(x, dN ) ⊂ FN := {z′ ∈ B(0, dN ) : dist(z′, PN ) ≤ εNdN} = UεNdN (PN ) ∩BdN (5.24)

also forN = 1, 2 . . ., and to provide an estimate forαN = <)(PN , PN−1) showing that for largeN
the center planes of the setsFN stabilize around a fixed affine plane.

Note that (5.21) forN = 1 follows from Lemma 5.3 (ii) sincesinϕ0 = 1/
√

2 > 1/2.

Step 2 (choice ofP1). We shall choosey1, z1 with γ1 = <)(y1, z1) ≈ π
2 , and we shall show that the

planeP1 = 〈0, y1, z1〉 satisfiesα1 = <)(P1, P0) ≤ 12ε1. To this end, select a pointx0 ∈ F0 such that

h0 := dist(x0,H) = max
ξ∈F0

dist(ξ,H) > 0.

It is clear thatx0 exists sinceF0 is compact, and thatx0 ∈ ∂Bd1 ; see Figure 6.
Let α′′0 := <)(x0, P0) denote the angle betweenx0 and its orthogonal projectionπP0(x0) onto the

planeP0. We havesinα′′0 = ε1d1/d1 = ε1. Hence,α′′0 ≤ (π/2) sinα′′0 < 2ε1.
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Fig. 6. The initial configuration inB(x, d1); cross-section by a plane which is perpendicular toH andP0. A priori, at this
stage we do not control the topology ofΣ and we cannot even be sure thatΣ is a graph overH (or P0). The angleα′′0 is
marked with a triple line.

Now, since2ε1 < 200
∑
εN ≤ 1

4(π3 − α∗0) by (5.17), we can use (5.22) twice to obtain

h0 = d1 sin(α′0 + α′′0)
(5.22)
< d1 sin(α∗0 +

1
4
(
π

3
− α∗0))

= d1 sin(
3
4
α∗0 +

1
4
π

3
)

(5.22)
< d1 sin

π

3
= d1

√
3

2
. (5.25)

This implies that each straight linel = l(w) which is perpendicular toH and passes through a point
w in the disk

D0 = DH(0, r0) ≡ H ∩Br0 , wherer20 + h2
0 = d2

1,

intersects the finite slabF0 along a segmentI of length2l0, whereε1d1/l0 = cosα′0, which gives
l0 = (ε1d1)/ cosα′0 < 2ε1d1 by virtue of (5.22). Sincer20 = d2

1 − h2
0 > d2

1/4 according to (5.25),
we haveD := DH(0, d1/2) ⊂ D0 in H. Choose two pointsa1, b1 in the circle which boundsD in
H so thata1 ⊥ b1 andb1 ∈ P0 ∩ H. Take the linesl(a1), l(b1) passing through these points and
perpendicular toH, and select

y1 ∈ Σ ∩ l(a1) ∩ F0, z1 ∈ Σ ∩ l(b1) ∩ F0 (5.26)

(such points do exist sinceΣ∩B(x, d1) ⊂ F0 and the projection ofΣ∩B(x, d1) ontoH containsD
by (5.21) already verified forN = 1).

Note thaty′1, z′1 = b1 given by

{y′1} = l(a1) ∩ P0, {z′1} = l(b1) ∩ P0 (5.27)

satisfyy′1 ⊥ z′1. Letψ0 := <)(y′1, y1), θ0 := <)(z′1, z1). We have

ψ0 ≤ tanψ0 ≤ ε1d1

(d1/2)− l0

≤ 2ε1d1

d1 − 4ε1d1
asl0 ≤ 2ε1d1 (5.28)

≤ 3ε1
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sinceε1 ≤
∑
εN ≤ (200)−1µ0 � 1/12 by (5.17). Similarly, we havetan θ0 ≤ 3ε1, so that both

anglesψ0 andθ0 do not exceed3ε1. Therefore,0 ≤ γ1 = <)(y1, z1) ≤ <)(y1, y
′
1) + <)(y′1, z

′
1) +

<)(z′1, z1) satisfies ∣∣∣γ1 −
π

2

∣∣∣ ≤ ψ0 + θ0 ≤ 6ε1 , (5.29)

which gives (5.20) forN = 1. By choice ofa1, b1, (5.18) is satisfied forN = 1. Thus, the triangle
∆ = (x, y1, z1) is (η, d)-wide, i.e.∆ ∈ S (η, d) for η := min{1/2, π − (π/2 + 6ε1)} = 1/2 (by
(5.17)), andd := d1 ≤ R0(E, p). Consequently, by virtue of (5.16) we can derive (5.24) forN = 1
with the help of Lemma 5.1.

Finally, normalizingy′1, z
′
1 ∈ P0, we easily check that

α1 := <)(P1, P0) < 12ε1 for P1 := 〈x, y1, z1〉 , (5.30)

which gives (5.19) forN = 1. Moreover, by (5.30), (5.22), and (5.17) we have

<)(P1,H) ≤ <)(P1, P0) + α′0
(5.30),(5.22)

< 12ε1 + α∗0
(5.17)
<

1
4

(π
3
− α∗0

)
+ α∗0

(5.22)
< π/3.

To summarize, we have now proven (5.18), (5.19), (5.20), (5.21), and (5.24) forN = 1.

Step 3 (induction).Suppose now thaty1, . . . , yN , z1, . . . , zN have already been selected so that con-
ditions (5.18), (5.19), (5.20), (5.21), and (5.24) are satisfied forj = 1, . . . , N . Note that since (5.24)
is satisfied for all indices up toN , we have

βΣ(x, dj) ≤ εj = O(dκj ), j = 1, . . . , N. (5.31)

We shall select two new pointsyN+1, zN+1 such that (5.18), (5.19), (5.20), (5.21) and (5.24) are
satisfied withN replaced byN + 1.

Choose first two auxiliary points,

{y′N+1} := [0, yN ] ∩ ∂B(0, dN+1) , {z′N+1} := [0, zN ] ∩ ∂B(0, dN+1) . (5.32)

SincePN = 〈0, yN , zN 〉, we havey′N+1, z
′
N+1 ∈ PN ∩BdN+1

⊂ FN . Fix xN ∈ FN such that

hN := dist(xN ,H) = max
ξ∈FN

dist(ξ,H).

Setα′N := <)(PN ,H), α′′N := <)(xN , PN ). We note thatxN ∈ ∂BdN and by (5.17)

α′′N = arcsin εN < 2εN ≤ 2ε1
(5.17)
<

1
4

(π
3
− α∗0

)
.

Applying the triangle inequality and using the induction hypothesis (5.19) up toN , and (5.22), we
estimate

α′N = <)(PN ,H) (5.33)

≤ <)(P0,H) +<)(P1, P0) +<)(P2, P1) + · · ·+<)(PN , PN−1)

= α′0 + α1 + · · ·+ αN

≤ α∗0 +
1
4

(π
3
− α∗0

)
by (5.22), (5.19), and (5.17).
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Thus,α′N + α′′N ≤ α∗0 + 1
2

(
π
3 − α∗0

)
< π

3 and, as in the second step, we have

hN = dN sin(α′N + α′′N ) < dN sin
π

3
= dN

√
3

2
, N ≥ 1 .

Hence,d2
N = h2

N + r2N for somerN > dN/2; as previously, we conclude that each straight line
l = l(w) which is perpendicular toH and passes through a pointw in the disk

DN = DH(0, rN ) ≡ H ∩BrN ,

intersects the finite slabFN along a segmentI of length2lN , whereεNdN/lN = cos<)(PN ,H),
which giveslN < 2εNdN by virtue of (5.33). Moreover, by (5.21) (which, by the inductive assump-
tion, holds forN ), each segmentI(w) for w ∈ DH(0, dN/2) vertical toH must contain at least one
point ofΣ.

We now chooseyN+1, zN+1 ∈ FN ∩ Σ such that

πH(yN+1) = πH(y′N+1) , πH(zN+1) = πH(z′N+1) . (5.34)

To establish the desired estimate of<)(PN+1, PN ), we show first that

ψN := <)(yN+1, yN ) ≤ 20εN , (5.35)

θN := <)(zN+1, zN ) ≤ 20εN . (5.36)

(5.37)

Indeed,

tanψN = tan<)(yN+1, yN ) (5.32)= tan<)(yN+1, y
′
N+1)

<
εNdN

dN+1 − lN

<
εNdN
dN+1/2

= 20εN ,

where the last inequality holds sincelN < 2εNdN ≤ 2ε1dN < dN/300 < dN+1/2; remember that
2ε1 ≤ 2

∑
N εN ≤ (100)−1µ0 < (100)−1π/12 < 1/300 by (5.17).

Thus,ψN ≤ tanψN ≤ 20εN . Similarly, θN ≤ tan θN ≤ 20εN . This proves (5.35) and (5.36).
Moreover, the triangle inequality gives an estimate of the angleγN+1 = <)(yN+1, zN+1),

|γN+1 − γN | ≤ θN + ψN ≤ 40εN , (5.38)

and consequently ∣∣∣γN+1 −
π

2

∣∣∣ ≤
∣∣∣γN −

π

2

∣∣∣ + 40εN .

By induction, this inequality implies (5.20) withN replaced byN + 1. We also have

dN+1

2
≤ dN+1 − lN ≤ |yN+1| ≤ dN+1 + lN ≤ 3dN+1

2
,

and a similar estimate for|zN+1|, which gives (5.18) withN replaced byN+1. Therefore the triangle
∆ = (x, yN+1, zN+1) is (η1, dN+1)-wide, i.e.∆ ∈ S (η1, dN+1) for η1 := min{1/2, (π/2) −
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50
∑

N εN} = 1/2 according to (5.17). Sinceη1 = 1/2 > η = the constant from Theorem 3.3,
Lemma 5.1 is again applicable to obtain

Σ ∩B3dN+1
⊂ UεN+1dN+1

(PN+1) ,

which implies (5.24) withN replaced byN + 1.
To check (5.21) withN + 1 instead ofN , we fix z ∈ Σ ∩ (BdN \ BdN+1

) and estimate|πH(z)|.
Since thenz ∈ FN = UεNdN (PN ) ∩ BN and the angleα′N = <)(PN ,H) satisfies (5.33), we check
thatsin(<)(z, PN )) ≤ εNdN/|z| ≤ εNdN/dN+1 and consequently

|πH(z)| = |z| cos<)(z,H)

≥ |z| cos
(
α′N + arcsin

εNdN
dN+1

)

> |z| cos(α′N + 20εN ) asdN = 10dN+1

> |z| cos
π

3
by (5.17) and (5.33)

≥ dN+1/2 .

Since by the inductive assumption ((5.21) up to indexN ) the projectionπH(Σ ∩ BdN ) contains the
whole diskDH(0, dN/2), we do obtainπH(Σ ∩BdN+1

) ⊃ DH(0, dN+1/2).
It remains to verify (5.19) withN replaced byN + 1, i.e., the desired inequality for the angle

αN+1 = <)(PN+1, PN ).

Step 4. Estimates ofαN . We normalize the vectors spanningPj and setuj := yj/|yj |,wj := zj/|zj | .
We also setMj = |uj ×wj |, noting that by (5.20) which we already have shown to hold up toN + 1,
and by (5.17) that

γj ∈ (
5
12
π,

7
12
π)

so that

1 ≥Mj = sin γj ≥
√

2
2

for all j = 1, . . . , N + 1. (5.39)

Now, we compute the difference of unit normals toPN+1 andPN ,

uN+1 × wN+1

|uN+1 × wN+1|
− uN × wN
|uN × wN |

=: T1 + T2,

where

T1 :=
MN (uN+1 × wN+1 − uN × wN )

MNMN+1
,

T2 :=
MN −MN+1

MNMN+1
uN × wN .

SinceuN , wN ∈ S2, we can use (5.35), (5.36) (which yield the estimates ofuN+1 − uN andwN+1 −
wN ), and in addition (5.39) and (5.38), to obtain

|T1|
(5.39)
≤

√
2|uN+1 × wN+1 − uN × wN )|

≤
√

2
(
|uN+1 − uN |+ |wN+1 − wN )|

)

≤ 40
√

2εN < 60εN ;

|T2|
(5.39)
≤ 2| sin γN − sin γN+1| sincesin is 1-Lipschitz

≤ 2|γN − γN+1|
(5.38)
≤ 80εN .
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This implies
αN+1 = <)(PN+1, PN ) ≤ 140εN , (5.40)

i.e., (5.19) holds also withN replaced byN + 1.
Finally, a computation similar to (5.33) shows that

<)(H,PN+1) < π/3 . (5.41)

To summarize, under the inductive hypothesis that (5.18), (5.19), (5.20), (5.21), and (5.24) hold up to
N , we have shown that (5.18), (5.19), (5.20), (5.21), and (5.24) do hold up toN + 1, which yields
(5.18)–(5.21) and (5.24) for allN ∈ N by the induction principle.

Step 5 (existence and uniqueness oflimPN ). The unit vectorsuN = yN/|yN | andwN = zN/|zN |
spanning the affine planesPN with unit normalsνN := uN × wN satisfy<)(uN , wN ) = γN ∈
( 5
12π,

7
12π) for all N , so that subsequences again denoted byuN andwN converge to unit vectors

u,w ∈ S1 with <)(u, v) ∈ [ 5
12π,

7
12π] spanning a limiting affine planeP with unit normal vector

ν := u × w, so that we can sayPN → P asN → ∞. Since allPN containx = 0 so doesP . As in
(5.17), summing the tail of a geometric series, we obtain by (5.19):

<)(P, PN ) = lim
k→∞

<)(Pk, PN ) ≤
∞∑

j=N

αj+1 ≤ 200
∞∑

j=N+1

εj

(5.19)
≤ 400

κ

(
c1(p)E

)1/(p+16)
dκN+1

=: C2(p)E1/(p+16)dκN+1 for all N = 0, 1, 2, . . . (5.42)

In particular,
<)(P, P0) ≤ C2(p)E1/(p+16)dκ1 ≡ C2(p)E1/(p+16)dκ . (5.43)

However, as we cannot a priori claim thatΣ is a graph overH, the choice ofyN andzN for
small values ofN does not have to be unique. Suppose that for two different choices of sequences
yN , zN ∈ Σ andy′N , z

′
N ∈ Σ (satisfying (5.18)–(5.20), and (5.24) for allN ∈ N), we obtain

PN = (x, yN , zN ) → P, P ′N = (x, y′N , z
′
N ) → P ′ as N →∞,

butP 6= P ′ andπ/2 ≥ <)(P, P ′) = ϑ > 0. FixN so large thatεN < ϑ/10 and

max
(
<)(P, PN ), <)(P ′, P ′N )

)
< ϑ/10 .

Sincey′N ∈ P ′N anddN/2 ≤ |y′N | ≤ 3dN/2 by(5.18), we obtain<)(y′N , P
′) < ϑ/10. Hence, the

angle betweeny′N andPN cannot be too small:<)(y′N , P ) ≥ <)(P ′, P ) − <)(y′N , P
′) > 9ϑ/10 and

<)(y′N , PN ) ≥ <)(y′N , P )−<)(P, PN ) > 4ϑ/5. Therefore,

dist(y′N , PN ) = |y′N | sin<)(y′N , PN ) >
dN
2
· 2
π
· 4ϑ

5
>
dNϑ

5
> 2εNdN ,

which is a contradiction to
Σ ∩B(x, 3dN ) ⊂ UεNdN (PN ),

as|y′N | ≤ 3dN/2 < 3dN . Thus,P = limPN is unique and does not depend on the choices ofyN , zN .
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We setP =: x+ TxΣ to define the tangent planeTxΣ of Σ at the pointx, and we setn∗(x) := ν
to obtain a well-defined unit normal toΣ at x; the estimate (5.42) gives in fact (5.11) (justifying the
term “tangent plane”)

dist(x′, P ) ≤ 2εNdN + dN sin<)(P, PN )
= E1/(p+16)O(d1+κ

N ), N →∞, for all x′ ∈ B(x, dN ) ∩ Σ, (5.44)

where the constant in ‘big O’ above depends only onp.

Step 6 (conclusion of the proof).Reversing the roles ofx andy, running the whole procedure one
more time, and using (5.43) twice, we obtain

<)(TxΣ, TyΣ) ≤ <)(TxΣ, P0) +<)(P0, TyΣ) ≤ 2C2(p)E1/(p+16)dκ . (5.45)

2

We state one corollary which easily follows from the last result and its proof. It tells us that it is
not really important how we chooseP0; there are many choices which give a similar approximation
of TxΣ.

Corollary 5.6. Assume thatΣ ∈ A andMp(Σ) < E for somep > 8. LetTxΣ andδ1 = δ1(E, p) > 0
be given by Theorem 5.4.

Wheneverx, y, ζ ∈ Σ with 0 < d = |x−y| ≤ δ1(E, p), d/2 ≤ |x− ζ| ≤ d and<)(ζ−x, y−x) ∈
[π/3, 2π/3], thenTxΣ and the planeP = 〈x, y, ζ〉 satisfy

<)(TxΣ, P ) ≤ C3(p)E1/(p+16)dκ, κ =
p− 8
p+ 16

, (5.46)

where the constantC3(p) depends only onp.

Proof. We use the notation introduced in the proof of Theorem 5.4. Since<)(TxΣ, P0) . E1/(p+16)dκ

by (5.43), it is enough to show that the angle<)(P0, P ) does not exceed a constant multiple of
E1/(p+16)dκ. Noting thatd/2 ≤ |ζ − x| ≤ d = d1 andζ belongs to the slabUε1d1(P0), we eas-
ily compute this angle and finish the proof. The computational details, very similar to the proof of
(5.40), are left to the reader. 2

In order to deal with sequences of surfaces with equibounded energy in Section 7 we establish a
local graph representation of one such surfaceΣ of finiteMp-energy on a scale completely determined
by the energy valueMp(Σ) and with a priori estimates on theC1,κ-norm of the graph function.

Corollary 5.7. Assume thatp > 8, Mp(Σ) < E < ∞. Then there exist two constants,0 < a(p) <
1 < A(p) <∞, such that for eachx ∈ Σ there is a function

f : TxΣ →
(
TxΣ

)⊥
' R

with the following properties:

(i) f(0) = 0,∇f(0) = (0, 0),

(ii) |∇f(y1)−∇f(y2)| ≤ A(p)E
1

p+16 |y1 − y2|
p−8
p+16 ,
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(iii) If R1 ≡ R1(E, p) := a(p)E−1/(p−8) ≤ R0(E, p) (whereR0(E, p) has been defined in(3.1)of
Theorem 3.1) and if

Φ(y) := x+ (y, f(y)), y ∈ TxΣ ' R2,

then
Φ(D 3

4
R1

) ⊂
[
B(x,R1) ∩ Σ

]
⊂ Φ(DR1), (5.47)

whereDR1 = B(0, R1) ∩ TxΣ is a disk inTxΣ around0 ∈ TxΣ, and

|DΦ(y1)−DΦ(y2)| ≤ A(p)E
1

p+16 |y1 − y2|
p−8
p+16 . (5.48)

In particular, Σ is an orientableC1,κ-manifold forκ = (p− 8)/(p+ 16).

Proof. Basically, we mimic here the proof of Theorem 5.1 from [35]. (In [35], we knew that the
surface cannot penetrate two balls offixedradius, touchingΣ at every point; this is replaced here by
angle estimates (5.42) and (5.43), and the existence of forbidden conical sectors, cf. Proposition 3.4.)

Fix x ∈ Σ. Without loss of generality suppose thatx = 0.

Step 1 (the definition off ). We use the notation from the proof of Theorem 5.4. Recall the the plane
P = x+TxΣ (used todefineTxΣ) has been obtained as a limit of planesPN satisfying (5.42); for all
x, y ∈ Σ with |x− y| = d ≤ δ1(E, p) given by (5.13) we had the angle estimate (5.45). Using (5.44),
one can easily show that

dist(x′, P ) ≤ A1(p)E1/(p+16)d1+κ (5.49)

wheneverx′ ∈ B(x, d) ∩ Σ for somed ≤ δ1(E, p). We shall use this estimate and Proposition 3.4 to
show that ifr ≤ a(p)δ1(E, p) for a sufficiently small constanta(p) ∈ (0, 1), then

(πP (B(x, 4r/3) ∩ Σ)) contains the diskDr := B(x, r) ∩ P . (5.50)

Indeed, otherwise there would be a pointz ∈ Dr and a segmentI = Ih,w(z) ⊥ P (we fix a unit
vectorS2 3 w ⊥ P ) of length

2h := 2A1(p)E1/(p+16)(4r/3)1+κ

≤ r

100
if a(p) is small enough

such thatI ∩ Σ = ∅. By (5.49) all points ofΣ in B(x, d), d = 4r/3, are in fact located in the thin
slabUh(P ). Thus, it is easy to use Proposition 3.4, (3.6)–(3.7), and check that — no matter what is
the angle betweenP and the vectorv given by that Proposition — the setsC±2r(ϕ0, v) \ Br contain
two open ballsB± which are in twodifferentcomponents ofB(x, d) \ Uh(P ). Hence,

B+ ⊂ C+
2r(ϕ0, v) ∩ U, B− ⊂ C−2r(ϕ0, v) ∩ (R3 \ U)

Now, one could use the segmentI to construct a curve which contains no point ofΣ but nevertheless
joins a point inB− to a point inB+. This is a contradiction proving (5.50).

Next, using (5.45), one proves thatπP is injective onB(x, 4r/3) ∩ P . Otherwise, there would be
a pointz′ ∈ P , 4r/3 > |z′ − x| = ρ > 0, and a segmentI ′ := Ih′,w(z′) with

h′ = A1(p)E1/(p+16)ρ1+κ ≤ ρ/100
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such thatI ′ ∩ Σ would contain two different pointsy1 6= y2. Then, lettingP1 = Ty1Σ, v1 = (y1 −
x)/|y1 − x| andv2 = (y2 − y1)/|y2 − y1|, we would use (5.45) to obtain

<)(v1, v2) ≤ <)(v1, P ) +<)(P, P1) +<)(P1, v2)
≤ A2(p)E1/(p+16)ρκ

<
π

4
if a(p) is small enough.

Sincev2 ⊥ P we have on the other hand for sufficiently smalla(p)

<)(v1, v2) ≥
π

2
−<)(P, v1) ≥

π

2
−A3(p)E1/(p+16)ρκ >

π

4
,

a contradiction.
Fory ∈ U , whereU denotes the interior inP of πP (Σ ∩B(x, 4r/3) we now define

f(y) = w ·
(
πP

∣∣∣
Σ∩B(x,4r/3

)−1

(y) ,

and letΦ(y) be defined by the formula given in Part (iii) of the Corollary. Note thatU ⊃ Dr by (5.50).
It is clear thatf(0) = 0 and∇f(0) = (0, 0). The differentiability off at other points follows from
(5.49) which implies that for% → 0 Graphf ∩ B(x, %) is trapped in a flat slab of height. %1+κ

around afixedplane (depending onx but independent from%).

Step 2 (bounds for|∇f |). The vector(∇f(y),−1) is parallel to the normal direction toΣ atx when
y = πP (x). Takingy ∈ U , we have by (5.12) of Theorem 5.4

α(y) ≡ <)(TΦ(y)Σ, T0Σ) ≤ π/4

Sincetanα(y) = |∇f(y)|, we have|∇f(y)| ≤ 1 everywhere inDr. Thus,f is Lipschitz with
Lipschitz constant 1.

Step 3 (the oscillation of∇f ). Fix two pointsy1, y2 ∈ U and seta = D1f(y1), b = D2f(y1),
c = D1f(y2), d = D2f(y2) whereDi stands for thei-th partial derivative. The angleα between the
tangent planes toΣ atxi = Φ(yi), i = 1, 2, satisfies

sin2 α =
(a− c)2 + (b− d)2 + (ad− bc)2

(1 + a2 + b2)(1 + c2 + d2)
(Step 2)
≥ (a− c)2 + (b− d)2

4
=
|Df(y1)−Df(y2)|2

4
. (5.51)

An upper bound forα is also given by (5.12). Combining the two, and noting that|x1 − x2| ≤
2|y1 − y2|, we obtain the desired estimate fory1, y2 ∈ U and conclude the proof, extendingf to the
whole tangent plane by well-known extension theorems; see e.g. [11, Chapter 6.9]. 2

Remark 5.8. Assume that some absolute small constantε0 is given a priori, sayε0 = 1
100 . Then,

shrinkinga(p) in the previous corollary if necessary, we have above fory1, y2 ∈ DR1

|∇f(y1)−∇f(y2)| ≤ A(p)E
1

p+16 |y1 − y2|
p−8
p+16 ≤ A(p)E

1
p+16 (2R1)

p−8
p+16

≤ 2A(p)E
1

p+16a(p)
p−8
p+16

(
E−1/(p−8)

) p−8
p+16 = 2A(p)a(p)

p−8
p+16 < ε0.

Remark 5.9. It is now clear that ifΣ ∈ A with Mp(Σ) < ∞ for somep > 8, thenΣ = ∂U is a
closed, compact surface of classC1,κ. Thus,Σ is orientable and has a well defined global normal,nΣ.

For a discussion of issues related to orientability, we refer the reader to [17] and to Dubrovin,
Fomenko and Novikov’s monograph, [9, Chapter 1].
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6 Improved Hölder regularity of the Gauß map

In this section we prove

Theorem 6.1. Let Σ ∈ A ; assume thatp > 8 and Mp(Σ) ≤ E < ∞. ThenΣ is an orientable
manifold of classC1,λ(Σ) for λ = 1− 8

p . Moreover, the unit normalnΣ satisfies the local estimate

|nΣ(x1)− nΣ(x2)| ≤ C(p)
(∫

[Σ∩B(x1,10|x1−x2|)]4
Kp dµ

)1/p

|x1 − x2|λ (6.1)

for all x1, x2 ∈ Σ such that|x1 − x2| ≤ δ2(E, p) := a2(p)E−1/(p−8).

Remark. Once (6.1) is established, the global estimate|nΣ(x1)−nΣ(x2)| ≤ const|x1−x2|λ follows.
Before passing to the proof of the theorem, let us explain informally what is the main qualitative

difference between the estimates in Sections 5 and 6. In Section 5, to prove that the surface is in
factC1,κ, we were iteratively estimating the contribution to the energy of tetrahedra with vertices on
patches that were very small when compared with the edges of those tetrahedra. A priori, this might
be a tiny fraction ofMp(Σ). Now, knowing already that locally the surface is a (flat)C1,κ graph, we
can use a slicing argument to gather more information from energy estimates — this time, considering
not just an insignificant portion of the local energy but the whole local energy to improve the estimates
of the oscillation of the normal vector.

The whole idea is, roughly speaking, similar to the proof of Theorem 1.2 in our joint paper with
Marta Szumánska, see [33, Section 6]. Since the result is local, we first use Theorem 5.4 to consider
only a small piece ofΣ which is a (very) flat graph over some plane, and then we use the energy to
improve the Ḧolder exponent fromκ = (p− 8)/(p+ 16) to λ = 1− 8

p > κ.

Proof of Theorem 6.1. Step 1. The setting.W.l.o.g. we consider a portion ofΣ which is a graph of
f : R2 ⊃ 5Q0 → R, whereQ0 is some fixed (small) cube centered at0 in R2 andf ∈ C1,κ satisfies
∇f(0) = (0, 0) and has a very small Lipschitz constant, say

|f(x)− f(y)| ≤ ε0|x− y|, x, y ∈ 5Q0 . (6.2)

By an abuse of notation, we writenΣ(x) to denote the normal toΣ at the pointF (x) ∈ Σ, where

F : R2 ⊃ 5Q0 3 x 7−→ (x, f(x)) ∈ R3 (6.3)

is the local parametrization ofΣ given by the graph off , compare with Corollary 5.7. To ensure (6.2),
just use Remark 5.8.

We shall writeK(x0, x1, x2, x3) to denote the integrand ofMp (without the powerp) evaluated at
the tetrahedron with four verticesF (xi) ∈ Σ for xi in the domain of the parametrizationF .

Since (6.2) implies that|∇f | ≤ ε0, we also have|F (x)− F (y)| ≤ (1 + ε0)|x− y|κ; hence

(1 + ε0)2H 2(U) ≥ H 2
(
Σ ∩ F (U)

)
≥ H 2(πR2(Σ ∩ F (U))) = H 2(U) (6.4)

for every open setU ⊂ 5Q0. For the sake of convenience, we assume in the whole proof

ε0 <
1

100
. (6.5)

It is an easy computation to check that for every two pointsx, y ∈ 5Q0 we have

(1− 2ε0)|∇f(x)−∇f(y)| ≤ |nΣ(x)− nΣ(y)| ≤ (1 + 2ε0)|∇f(x)−∇f(y)| . (6.6)
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We fix an orthonormal basis(e1, e2, e3) of R3 so thate1, e2 are parallel to the sides ofQ0.

Step 2.Set, forr ≤ diamQ0 < 1, and any subsetS ⊂ Q0

Φ∗1(r, S) := max
‖y−z ‖≤r
y,z∈Q0∩S

|nΣ(y)− nΣ(z)| ,

Φ∗2(r, S) := max
‖y−z ‖≤r
y,z∈Q0∩S

|∇f(y)−∇f(z)| ,

Φ∗(r, S) := Φ∗1(r, S) + Φ∗2(r, S) ,

where‖ · ‖ denotes thè∞ norm inR2, i.e.‖x‖ := max(|x1|, |x2|) for x = (x1, x2). ShrinkingQ0 if
necessary, we may assume that

Φ∗(diamQ0, Q0) ≤
1

100
(6.7)

(by continuity ofnΣ and of∇f .)
As in [33, Section 6], we want to prove the following

Key estimate.Assume thatu, v ∈ Q0 and letQ(u, v) := the cube centered at(u+ v)/2 and having
edge length2|u − v|. There exist positive numbersδ2 = δ2(E, p) = a2(p)E−1/(p−8) andC(p) > 0
such that whenever0 < |u− v| ≤ δ2, then

|nΣ(u)− nΣ(v)| ≤ 40 Φ∗
(2|u− v|

N
,Q(u, v)

)
+ C(p)E(u, v)1/p|u− v|λ, (6.8)

whereN is a (fixed) large natural number such that(N/2)κ > 240 and

E(u, v) :=
∫

[F (Q(u,v))∩Σ]4
Kp dµ .

One should view the second term on the right-hand side of (6.8) as the main one. The first one is just
an error term that can be iterated away by scaling the distances down to zero.

We now postpone the proof of (6.8) for a second and show that it yields the desired result upon
iteration.

Note that (6.6) and (6.5) implyΦ∗ ≤ 3Φ∗1. Moreover, ifu, v ∈ B(a,R) and‖u − v‖ = r ≤ R,
thenQ(u, v) ⊂ B(u+v2 ,

√
2 |u− v|) ⊂ B(u+v2 , 2‖u− v‖) ⊂ B(a,R+ 2r). Thus, denoting

Mp(a, ρ) :=
(∫

[F (B(a,ρ))∩Σ]4
Kp dµ

)1/p

, a ∈ Q0, ρ > 0,

and taking the supremum overu, v ∈ B(a,R) with |u− v| ≤ r ≤ R, one checks that (6.8) implies

Φ∗(r,B(a,R)) ≤ 120 Φ∗(r/n,B(a,R+ 2r)) (6.9)

+ 3C(p)Mp(a,R+ 2r) rλ , n ≡ N/2 .

A technique which is standard in PDE allows to get rid of the first term on the right-hand side of this
inequality. Indeed, upon iteration (6.9) implies

Φ∗(r,B(a,R)) ≤ 120j Φ∗(r/nj , B(a,R+ 2σj))

+ 3C(p)Mp(a,R+ 2σj) rλ
j−1∑

i=0

(
120
nλ

)i

, j = 1, 2, . . .
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where

σj := r

j−1∑

i=0

n−i ≤ 2r.

Asnλ = (N2 )λ > (N2 )κ > 240, we obtain120/nλ < 1/2 which implies
∑

i(120/nλ)i < 2 and hence

Φ∗(r,B(a,R)) < 120jΦ∗
(
r/nj , B(a,R+ 4r)

)
+ 6C(p)Mp(a,R+ 4r) rλ , j = 1, 2, . . .

Now by Corollary 5.7 we have a prioriΦ∗(r, S) ≤ Φ∗(r,Q0) ≤ Crκ for every setS ⊂ Q0 and
r ≤ diamQ0. Thus,

120jΦ∗(r/nj , B(a,R+ 4r)) ≤ Crκ
(
120/nκ

)j
< Crκ2−j

by choice ofN . Passing to the limitj →∞ and settingR = r, we obtain

Φ∗(r,B(a, r)) ≤ 6C(p)Mp(a, 5r)rλ , (6.10)

and this oscillation estimate immediately implies the desired Hölder estimate (6.1) for the unit normal
vector. In the remaining part of the proof, we just verify (6.8).

Step 3: bad and good parameters.From now on, we assume thatu 6= v ∈ Q0 are fixed. We pick
the subcubeQ = Q(u, v) of 5Q0 with edges parallel to those ofQ0, so that the center ofQ(u, v) is at
(u+ v)/2 and the edge ofQ(u, v) equals2|u− v|. Set

m = (20N)−2, Cm = m−4, (6.11)

and consider the sets ofbad parametersdefined as follows:

Σ0 = {x0 ∈ Q : H 2(Σ1(x0)) ≥ m|u− v|2}, (6.12)

Σ1(x0) = {x1 ∈ Q : H 2(Σ2(x0, x1)) ≥ m|u− v|2}, (6.13)

Σ2(x0, x1) = {x2 ∈ Q : H 2(Σ3(x0, x1, x2)) ≥ m|u− v|2}, (6.14)

Σ3(x0, x1, x2) = {z ∈ Q : K(x0, x1, x2, z) >
(
CmE(u, v)

)1/p|u− v|−8/p}. (6.15)

A word of informal explanation to motivate the above choices:if we already knewthatΣ is of class
C1,λ, λ = 1 − 8/p, then close tou we would have lots of tetrahedra with two perpendicular edges
of the base having length≈ |u − v|, and the height. |u − v|1+λ. For such tetrahedra our curvature
integrand does not exceed, roughly, a multiple of|u − v|λ−1 = |u − v|−8/p. Of course, there is no
reason to believe a priori that it is indeed the case. But it helps, as we shall check, to look at tetrahedra
that violate this naive estimate, and to try and estimate how many of them there are.

We first estimate the measure ofΣ0. Using (6.4) which gives a comparison ofdH 2 onΣ∩F (5Q0)
with the Lebesgue measure in5Q0, we obtain

E(u, v) ≥
∫

Σ0

∫

Σ1(x0)

∫

Σ2(x0,x1)

∫

Σ3(x0,x1,x2)
Kp(x0, x1, x2, z) dH 2

z dH
2
x2
dH 2

x1
dH 2

x0

> CmE(u, v)m3|u− v|−2H 2(Σ0)

= E(u, v)m−1|u− v|−2H 2(Σ0),

which yields

H 2(Σ0) < m|u− v|2 =
|u− v|2
400N2

� |Q(u, v)| = 4|u− v|2 . (6.16)
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Step 4: auxiliary good points. In a small neighbourhood ofu we selectx0 ∈ Q(u, v) \ Σ0 so
that ‖x0 − u‖ ≤ (20N)−1|u − v|. Oncex0 is chosen, we selectx1 ∈ Q(u, v) \ Σ1(x0) and then
x2 ∈ Q(u, v) \ Σ2(x0, x1) so that

‖x1 − x0‖ ≈ ‖x2 − x0‖ ≈
|u− v|
N

and <)(x2 − x0, x1 − x0) ≈
π

2
.

More precisely, letQ(x0) be the cube with one vertex atx0 and two other vertices at

a1 := x0 +
|u− v|
N

e1, a2 := x0 +
|u− v|
N

e2 .

We selectx1, x2 ∈ Q(x0) such that

x1 ∈ Q(x0) \ Σ1(x0), ‖x1 − a1‖ ≤
|u− v|
20N

, (6.17)

x2 ∈ Q(x0) \ Σ2(x0, x1), ‖x2 − a2‖ ≤
|u− v|
20N

. (6.18)

(See also the figure below.) Sincex0 6∈ Σ0, we can use (6.12)–(6.13) to check thatx1, x2 satisfying
(6.17)–(6.18) do exist.

Fig. 7. The position of auxiliary good parameters in the domain off . Left: Q(u, v) and two subcubesQ(x0), Q(y0), with
lower left-hand corners atx0, y0. Right:Q(x0) magnified. We fixx0 6∈ Σ0, close tou, andx1, x2 are selected in the little
shaded subcubes ofQ(x0). Since the Lipschitz constant off is small,Σ is a flat graph overQ(u, v). Thus, the vectors
vj := F (xj) − F (x0) (j = 1, 2) are nearly orthogonal and have lengths very close to|u − v|/N = the edge ofQ(x0),
see Step 5 below for the details.

In a fully analogous way we selecty0, y1, y2 close tov — using (6.16) initially again but then
by defining setsΣ1(y0), Σ2(y0, y1), andΣ3(y0, y1, y2) as in (6.13), (6.14), and (6.15). Thus,y0 ∈
Q(u, v) \ Σ0, y1 ∈ Q(y0) \ Σ1(y0) andy2 ∈ Q(y0) \ Σ2(y0, y1), whereQ(y0) is a copy ofQ(x0)
translated byy0 − x0, satisfy

‖y0 − v‖ ≤ |u− v|
20N

, ‖y1 − y0‖ ≈ ‖y2 − y0‖ ≈
|u− v|
N

, <)(y2 − y0, y1 − y0) ≈
π

2
.
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Then we setPx := 〈F (x0), F (x1), F (x2)〉, Py := 〈F (y0), F (y1), F (y2)〉, and we letnx, ny denote
the unit normal vectors of these two planes. By the triangle inequality,

|nΣ(u)− nΣ(v)| ≤ |nΣ(u)− nΣ(x0)|+ |nΣ(x0)− nx|
+ |nx − ny|
+ |ny − nΣ(y0)|+ |nΣ(y0)− nΣ(v)|.

The non-obvious term is the middle one,|nx − ny| ≤ <)(Px, Py); the remaining four terms give a
small contribution which does not exceed a constant multiple ofΦ∗(20 |u− v|/N,Q(u, v)). But due
to the choice ofΣ3 the planesPx andPy turn out to be almost parallel: their angle is. |u− v|λ.

Sinceu, v are now fixed and will not change till the end of the proof, from now we use the
abbreviations

Φ∗i (r) ≡ Φ∗i (r,Q(u, v)), Φ∗(r) ≡ Φ∗(r,Q(u, v)) .

We shall check that

|nΣ(x0)− nx| ≤ 16Φ∗(2|u− v|/N) , (6.19)

|nΣ(y0)− ny| ≤ 16Φ∗(2|u− v|/N) , (6.20)

|nx − ny| ≤ K|u− v|λ . (6.21)

Combining these estimates with the obvious ones,

|nΣ(u)− nΣ(x0)| ≤ Φ∗(|u− v|/N) , |nΣ(v)− nΣ(y0)| ≤ Φ∗(|u− v|/N) ,

and using monotonicity ofΦ∗, one immediately obtains (6.8).

Step 5: proofs of(6.19)and (6.20). We only prove (6.19); the other proof is identical. Let

vj := F (xj)− F (x0), j = 1, 2.

By the fundamental theorem of calculus,

vj =
∫ 1

0
∇F (x0 + t(xj − x0))(xj − x0) dt

= ∇F (x0)(xj − x0) +
∫ 1

0
(∇F (x0 + t(xj − x0))−∇F (x0))(xj − x0) dt

=: wj + σj , for j = 1, 2, (6.22)

where the error termsσj satisfy

|σj | ≤
∣∣∣∣
∫ 1

0
(∇F (x0 + t(xj − x0))−∇F (x0)) dt(xj − x0|)

∣∣∣∣
≤ Φ∗(2|u− v|/N) diamQ(x0)

≤ 2Φ∗(2|u− v|/N)
|u− v|
N

, j = 1, 2. (6.23)

With wj = ∇F (x0) · (xj − x0), j = 1, 2 we have

nx =
v1 × v2
|v1 × v2|

, nΣ(x0) =
w1 × w2

|w1 × w2|
. (6.24)
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To estimate the difference of these two vectors, we first estimate|vj |, |wj | and the angles<)(v1, v2),
<)(w1, w2). This is an elementary computation; we give some details below.4

Using the fact that|∇f | is bounded byε0 < 1/100 by Remark 5.8 and (6.5),x1−x0 andx2−x0

are close to two perpendicular sides ofQ(x0), and both error termsσj are smaller than|u− v|/50N
by (6.7), one can check that

9
10
|u− v|
N

≤ min(|vj |, |wj |) ≤ max(|vj |, |wj |) ≤
11
10
|u− v|
N

for j = 1, 2.
Note also that, cf. Figure 7 and (6.2),

vj =
|u− v|
N

ej +
3∑

i=1

ajiei, |aji| ≤
|u− v|

√
2

20N
,

which yields

|v1 · v2| =
∣∣∣∣∣
|u− v|
N

(a12 + a21) +
3∑

i=1

a1ia2i

∣∣∣∣∣ ≤
|u− v|2

6N2
.

Taking the estimates ofσj into account one more time, we obtain|w1 · w2| ≤ 2|u− v|2/(9N2) .
Combining the inequalities for these two scalar products with the estimates of lengths of the vectors,
we conclude that

max
(
| cos<)(v1, v2)|, | cos<)(w1, w2)|

)
≤ 2

9
·
(

10
9

)2

.

Hence,

min
(
sin<)(v1, v2), sin<)(w1, w2)

)
≥

√√√√1−
[

4
81

(
10
9

)4
]
>

15
16
. (6.25)

Now,
A := v1 × v2 − w1 × w2 = |v1 × v2|nx − |w1 × w2|nΣ(x0) . (6.26)

As vj = wj + σj and|wj | ≤ 11|u− v|/(10N), we have

|A| ≤ |σ1| |w2|+ |σ2| |w1|+ |σ1| |σ2|
(6.23)
≤

[
2 · 11

10
+

1
50

]
2Φ∗(2|u− v|/N)

|u− v|2
N2

< 6Φ∗(2|u− v|/N)
|u− v|2
N2

by (6.23) and (6.7). On the other hand, applying the triangle inequality, using (6.25), and the estimates
|vj | ≥ 9|u− v|/(10N) for j = 1, 2, we obtain first

|v1 × v2|
(6.25)
>

(
9
10

)2 15
16
|u− v|2
N2

>
3
4
|u− v|2
N2

, (6.27)

4If you do not want to check the details of our arithmetic, please note the following: we useN only to fix the scale and to
control the ratio ofdiamQ(x0) anddiamQ(u, v). Thus,N does notinfluence the ratio of lengths ofv1, v2, w1, w2 (which
are all ≈ |u− v|/N ) and the angles between these vectors (which are absolute since we assume (6.2) and (6.7)).

Therefore, the constant ‘16’ in (6.19)–(6.20) is not really important. Any absolute constant would be fine; one would just
have to adjustN to derive (6.10) from (6.8).
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and then, using the second identity forA in (6.26),

|A| =
∣∣|v1 × v2|(nx − nΣ(x0)) + nΣ(x0)(|v1 × v2| − |w1 × w2|)

∣∣
≥ |v1 × v2| |nx − nΣ(x0)| − |v1 × v2 − w1 × w2|

≥ 3
4
|u− v|2
N2

|nx − nΣ(x0)| − |A| .

Combining the lower and the upper estimate forA we obtain

|nx − nΣ(x0)| ≤
8
3
|A|

( |u− v|2
N2

)−1

≤ 16Φ∗(2|u− v|/N) ,

which yields (6.19).

Step 6: proof of (6.21). If Px is parallel toPy, there is nothing to prove. Let us then suppose that these
planes intersect and denote their angle byγ0. To show thatγ0 . |u− v|λ, we use again the definition
of bad sets. Note that for

G : = Q(u, v) \
(
Σ3(x0, x1, x2) ∪ Σ3(y0, y1, y2)

)
(6.28)

we have by (6.14)

H 2(G) > |Q(u, v)| − 2m|u− v|2 = (2|u− v|)2 − 2m|u− v|2 > |u− v|2 (6.29)

by choice ofm. Therefore, asλ − 1 = −8/p, for all z ∈ G we have according to (6.15) the two
inequalities

K(x0, x1, x2, z) ≤ K0|u− v|λ−1 , K(y0, y1, y2, z) ≤ K0|u− v|λ−1 , (6.30)

where

K0 = K0(p,E(u, v)) := (20N)8/pE(u, v)1/p

≡ C4(p)E(u, v)1/p,

as we have in fact chosenN depending only onκ = (p− 8)/(p+ 16).
We are now going to use formula (2.3) forK to estimate the distance fromF (z) to the planes

Px andPy. Settingvj := F (xj) − F (x0) for j = 1, 2 (as in the previous step of the proof), and
v3 := F (z)− F (x0), we obtain for the tetrahedronT := (F (x0), F (x1), F (x2), F (z))

|v3| ≤ (1 + ε0)|z − x0| < 2|u− v|, diamT < 2|u− v|

by virtue of (6.5). Since the|vj | for j = 1, 2 have been estimated before, this yields an estimate of the
area ofT ,

2A(T ) = |v1 × v2|+ |v2 × v3|+ |v1 × v3|+ |(v2 − v1)× (v3 − v2)|

≤
(

11
10

)2 |u− v|2
N2

+ 4
(

11
10

|u− v|
N

)
diamT

≤ 15|u− v|2
N

asN > 1. (6.31)
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Thus

K(x0, x1, x2, z) =
dist(F (z), Px)
3(diamT )2

· |v1 × v2|
2A(T )

(6.27)
≥ dist(F (z), Px)

16N2

(
2A(T )

)−1

≥ dist(F (z), Px)
N2|u− v|2 . (6.32)

For the last inequality we have simply used (6.31) and the inequalityN > (N/2)κ > 240 which
follows from our initial choice ofN . Since the pointsy0, y1, y2 have been chosen analogously to
x0, x1, x2, it is clear that we also have

K(y0, y1, y2, z) >
dist(F (z), Py)
N2|u− v|2 . (6.33)

Combining (6.30)–(6.33), we obtain

max
(
dist(F (z), Px),dist(F (z), Py)

)
< N2K0|u− v|1+λ (6.34)

≡ C5(p)E(u, v)1/p|u− v|1+λ, z ∈ G.

We shall show that the combination of (6.29) and (6.34) implies that|nx − ny| ≤ γ0 = <)(Px, Py) is
estimated by a constant multiple of|u−v|λ thus establishing (6.21) as the only missing ingredient for
the proof of the key estimate (6.8).

Indeed, consider an affine planeP which is perpendicular both toPx andPy. Let πP denote the
orthogonal projection ontoP . By (6.34) above, we see thatπP (F (G)) is a subset of a rhombusR
contained in the planeP . The height of this rhombus is equal to

h = 2 · C5(p)E(u, v)1/p|u− v|1+λ

and the (acute) angle ofR is γ0, so that the longer diagonal ofR equals

D =
h

sin(γ0/2)
=

2C5(p)E(u, v)1/p|u− v|1+λ
sin(γ0/2)

Therefore, the setF (G) is contained in a cylinderC0 with axisl := Px ∩ Py and radiusD/2,

F (G) ⊂ C0 : = {w : dist(w, l) ≤ D/2} . (6.35)

The orthogonal projection ofC0 onto the plane containing the domain off (recall thatF (x) =
(x, f(x)) parametrizes a portion ofΣ that we consider) gives us a stripS of widthD. This strip must
contain all good parametersz ∈ G, so that, taking (6.29) into account, we have

3D|u− v| > 2
√

2D|u− v| = D diamQ(u, v)
> area ofS ∩Q(u, v) ≥ H 2(G) > |u− v|2 .

Hence,D > |u− v|/3, so that

2
π

γ0

2
≤ sin

γ0

2
=

2C5(p)E(u, v)1/p|u− v|1+λ

D
< 6C5(p)E(u, v)1,p|u− v|λ,
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and hence
|nx − ny| ≤ γ0 < 6πC5(p)E(u, v)1,p|u− v|λ

which establishes (6.21) and therefore concludes the whole proof. Note that we have obtained the key
estimate (6.8) withC(p) = 6πC5(p) depending only onp, as desired. 2

Applying the above result, one can sharpen Corollary 5.7 as follows.

Corollary 6.2. Assume thatp > 8, Mp(Σ) < E < ∞. Then there exist two constants,0 < ã(p) <
1 < Ã(p) <∞, such that for eachx ∈ Σ there is a function

f : TxΣ →
(
TxΣ

)⊥
' R

with the following properties:

(i) f(0) = 0,∇f(0) = (0, 0),

(ii) For R̃1 ≡ R̃1(E, p) := ã(p)E−1/(p−8) we have the estimate

|∇f(y1)−∇f(y2)| ≤ Ã(p)Mp

(
Σ ∩B(x, 10R̃1)

) 1
p |y1 − y2|1−8/p, y1, y2 ∈ B(x, R̃1)

(iii) The map
Φ(y) := x+ (y, f(y)), y ∈ TxΣ ' R2,

satisfies
Φ(D 3

4
R̃1

) ⊂ B(x, R̃1) ∩ Σ ⊂ Φ(DR̃1
), (6.36)

whereDR̃1
= B(0, R̃1) ∩ TxΣ is a disk inTxΣ around0 ∈ TxΣ, and

|DΦ(y1)−DΦ(y2)| ≤ A(p)Mp

(
Σ ∩B(x, 10R̃1)

)
|y1 − y2|1−8/p, y1, y2 ∈ B(x, R̃1).

(6.37)

Of course, in (ii) and (iii) one can replaceMp

(
Σ ∩ . . .

)
by the total energy of the surface thus

providing clear-cut a priori estimates to be used in the next section.

7 Sequences of equiboundedMp-energy

The main issue of this final Section is the proof of the following compactness theorem for admissi-
ble surfaces of equibounded energy with a uniform area bound. Notice that such an additional area
bound is necessary as the example of larger and larger spheres shows. LetSρ := ∂B(0, ρ). For any
tetrahedronT (with non-coplanar vertices) we estimate

K(T ) ≥ 1
6R(T )

, (7.1)

whereR(T ) denotes the radius of the circumsphere ofT = (x0, x1, x2, x3). There is an explicit
formula,

1
2R(T )

=

∣∣〈z3, z1 × z2〉
∣∣

∣∣ |z1|2z2 × z3 + |z2|2z3 × z1 + |z3|2z1 × z2
∣∣ ,

where we have setzi = xi − x0 for i = 1, 2, 3; this formula can be compared to (2.3) in order to
obtain (7.1). Hence,

Mp(Sρ) & ρ8−p → 0 asρ→∞.
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Theorem 7.1. LetΣj ∈ A be a sequence of admissible surfaces. Assume0 ∈ Σj for eachj ∈ N and
letE > 0, p < 8 be constants such thatMp(Σj) ≤ E for all j ∈ N. In addition, assume that

supH 2(Σj) ≤ H <∞ .

Then there is a compactC1,1− 8
p -manifoldΣ and a subsequence(Σj′) ⊂ (Σj) such thatΣj′ → Σ in

Hausdorff distance asj′ →∞ and moreover

Mp(Σ) ≤ lim inf
j′→∞

Mp(Σj′) , H 2(Σ) = lim
j′→∞

H 2(Σj′) .

Remark. The proof of this result will reveal that the limit surfaceΣ is equipped with a nice graph
representation as described in Corollary 6.2, with norms and patch sizes uniformly controlled solely
in terms ofE andp.

Proof of Theorem 7.1. Step 1.We fix j ∈ N and look at the covering

Σj ⊂
⋃

x∈Σj

B(x,R1),

where nowR1 := R̃1(E, p) ≤ R0(E, p) is the radius defined in Corollary 6.2, andR0(E, p) appeared
in (3.1) of Theorem 3.1. By means of Vitali’s covering Lemma we extract a subfamily of pairwise
disjoint ballsB(xk, R1), xk ∈ Σj , such that

Σj ⊂
⋃

k

B(x, 5R1) . (7.2)

Using Theorem 3.1 for any numberN of these disjoint balls (appropriately numbered) and summing
with respect tok, we infer

N · π
2
R2

1 ≤
N∑

k=1

H 2(B(xk, R1) ∩ Σj) ≤ H 2(Σj) ≤ H,

which means that there can be at mostb2H/(πR2
1)c such disjoint balls. Therefore, (7.2) leads to the

estimate5

diam Σj ≤ N diamB(0, 5R1) ≤
2H
πR2

1

· 10R1 =: R̃0. (7.3)

Since0 ∈ Σj for all j ∈ N, we find that the family{Σj} is contained in the closed ballB(0, R̃0).
Step 2.Apply Blaschke’s selection theorem [27] to find a compact setΣ ⊂ B(0, R̃0) and a subse-
quence (still labeled withj) such that

Σj → Σ asj →∞ (7.4)

in the Hausdorff distance. Fixε > 0 small (to be specified later) and assume now that (for a further
subsequence)

distH (Σj ,Σ) <
1
2
εR1 for all j ∈ N, (7.5)

5Notice thatR̃0 depends onH and (viaR1) also onE andp.
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wheredistH (·, ·) denotes the Hausdorff distance. Next, we form an open neighbourhood of the limit
set,

Σ ⊂ B99εR1(Σ) ⊂
⋃

y∈Σ

B(y, 100εR1),

and use Vitali’s lemma again to extract a subfamily6 of disjoint ballsB(yl, 100εR1), yl ∈ Σ for
l = 1, 2, . . . , N such that

Σ ⊂ B99εR1(Σ) ⊂
N⋃

l=1

B(yl, 500εR1) . (7.6)

Now, eachyl ∈ Σ is a limit of someyjl ∈ Σj , and according to (7.5) we have|yl − yjl | < 1
2εR1 for

all l = 1, . . . , N and allj ∈ N. Therefore for each fixedj ∈ N the ballsB(yjl , 99εR1) are pairwise
disjoint, since|yjl − yjm ≥ |yjl − yjm| − |yjl − yl| − |ym − yjm| > 200εR1 − 2 · 12εR1 = 199εR1.
Moreover, we have

Σj

(7.5)
⊂ BεR1/2(Σ) ⊂ B99εR1(Σ) ⊂

N⋃

l=1

B(yl, 500εR1)
(7.5)
⊂

N⋃

l=1

B(yjl , 501εR1) (7.7)

for each fixedj ∈ N, since|y − yjl | ≤ |y − yl| + |yl − yjl | ≤ 501εR1 by (7.5) for everyy ∈
B(yl, 500εR1). Using again Theorem 3.1 for a fixedj ∈ N and summing w.r.t. tol, we deduce

N · π
2
(
99εR1

)2 ≤
N∑

l=1

H 2(B(yjl , 99εR1) ∩ Σj) ≤ H 2(Σj) ≤ H,

whence the boundN ≤ b2Hπ−1(99εR1)−2c for the number of disjoint ballsB(yjl , 99εR1) for each
fixedε > 0.

Step 3.We consider the unit normalsnjl := nΣj (y
j
l ) ∈ S2 and select subsequences finitely many

times so that for alll = 1, . . . , N

njl → nl ∈ S2 asj →∞,

and for given smallδ > 0 (to be specified below)

|njl − nl| < δ for all j ∈ N and alll = 1, 2, . . . , N . (7.8)

Now fix ε > 0 so small that2000εR1 ≤ R1 and

B(yjl , 2000εR1) ∩ Σj ⊂ Φj
l

(
Dj,l
R1

)
,

whereΦj
l (y) := yjl + (y, f jl (y)), y ∈ Dj,l

R1
⊂ T

yjl
Σj ≈ R2 is the local graph representation ofΣj

nearyjl on the two-dimensional diskDj,l
R1

= B(0, R1) ∩ Tyjl Σj , whose existence is established in

Corollary 6.2. If we choose nowδ > 0 sufficiently small (depending onε) then we can arrange that

B(yl, 1000εR1) ∩ Σj ⊂ Φ̃j
l

(
Dl

5
6
R1

)
,

6SinceΣ is compact, we can assume w.l.o.g. that this subfamily isfinite.
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whereΦ̃j
l (y) := yjl + (y, f̃ jl (y)) for y ∈ Dl

5R1/6
:= B(0, 5

6R1) ∩ (nl)⊥, andf̃ jl on thefixeddisk

Dl
5R1/6

is obtained fromf jl by slightly tilting the domain off jl , i.e. by tilting the planeT
yjl

Σj towards

the plane(nl)⊥ ≈ R2. (That this is indeed possible is a straightforward but a bit tedious exercise.)
The new graph functions

f̃ jl : (nl)⊥ ⊃ Dl
5R1/6

−→ R

continue to be of classC1,λ for λ = 1−8/pwith uniform estimates for the oscillation of their gradients
as in Corollary 6.2 (we use the assumptionsupMp(Σj) ≤ E) so that we may apply the theorem

of Arzela–Ascoli for eachl = 1, 2, . . . , N to obtain subsequences̃f j
′
l → fl in C1 as j′ → ∞.

The limit functionsfl satisfy the same uniformC1,λ estimates. Thus,Σ is covered byN graphs
Φl(y) = yl + (y, fl(y)), l = 1, 2, . . . , N , by virtue of the Hausdorff convergence (7.4) and theC1-
convergence of thẽΦj′

l asj′ →∞. Moreover,

B(yl, 1000εR1) ∩ Σ = Φl(Dl
5R1/6

) ∩B(yl, 1000εR1).

Now (7.6) implies that for eachy ∈ Σ there exists anl ∈ {1, 2, . . . , N} such that the set

Σ ∩B(y, 500εR1)
(7.6)
⊂ B(yl, 1000εR1) ∩ Σ

so that
Σ ∩B(y, 500εR1) = Φl(Dl

5R1/6
) ∩B(y, 500εR1).

In particular, the limit surfaceΣ is also aC1,λ manifold forλ = 1− 8/p.
Step 4 (lower semicontinuity ofMp). This follows from Fatou’s lemma combined with the following
properties of the integrand:

K(T ) = lim
i→∞

K(Ti) wheneverTi → T andK(T ) > 0, (7.9)

K(T ) ≤ lim inf
i→∞

K(Ti) wheneverTi → T andK(T ) = 0. (7.10)

The argument is standard and uses a partition of unity in a neighbourhood ofΣ; we sketch it briefly.
Take functionsψl ∈ C∞0 (B(1000εR1), l = 1, 2, . . . , N , such that such that

N∑

l=1

ψl ≡ 1 on ⊂
N⋃

l=1

B(yl, 500εR1) . (7.11)

This gives
∑
ψl ≡ 1 on eachΣj for j large. Inserting

1 =
3∏

i=0

( N∑

li=1

ψli(xi)
)

into the integralMp(Σj′) =
∫
(Σj′ )4

K dµ we write this integral as a sum ofN4 quadruple integrals,

each of them over a product of four little patches onΣj′ . Next, we use theΦ’s constructed in Step 2 to
parametrize these integrals; the parameterszi (mapped toxi) belong tofixedlittle disksDli of radius
5R1/6 contained in tangent spaces toΣ. SinceΦ̃j′

l → Φl in C1, it is easy to see that all products

of ψli ◦ Φj′
li
(zi), and all terms where the surface measuredH 2(xi) is expressed bydzi, converge.

Combining this with (7.9)–(7.10), invoking Fatou’s lemma and subadditivity oflim inf, we see that

lim inf Mp(Σj′) ≥ the sum oflim inf ’s of N4 terms≥ Mp(Σ).
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A similar argument shows thatH 2(Σj′) → H 2(Σ); one just replacesK by 1 in the above reasoning
and simply passes to the limit, using theC1 convergence of parametrizations. 2

Proof of Theorems 1.6 and 1.7.This follows easily from Theorem 7.1. The two classesCE(Mg) and
CA(Mg) of surfacesΣ which are ambiently isotopic to a fixed closed, compact, connected, smoothly
embedded reference surfaceMg of genusg and satisfyMp(Σ) ≤ E, or H 2(Σ) ≤ A, respectively,
are nonempty. (Just take anMg of classC2 to ensure, by Proposition A.1, thatMp(Mg) is finite;
scalingMg if necessary we can make its energy smaller thanE, or its area smaller thanA.) Thus, one
can take a sequenceΣj contained inCE(Mg), or inCA(Mg), respectively, which is minimizing for the
area functional, or forMp. Applying Theorem 7.1, we obtain a subsequence ofΣj which converges
to someΣ in C1. Since isotopy classes are stable underC1-convergence, see [3], the limiting surface
Σ belongs toCE(Mg), or resp. toCA(Mg).

A Finiteness of energy ofC2-surfaces

As before,T = (x0, x1, x2, x3) stands for a tetrahedron inR3. V (T ) is the volume ofT andA(T )
denotes the total area ofT , i.e. the sum of areas of the four triangular faces. Recall that

K(T ) =
V (T )

A(T ) (diamT )2
. (A.1)

Proposition A.1. If Σ ⊂ R3 is a compact, embedded surface of classC2, then there exists a constant
C = C(Σ) such that

K(T ) ≤ C for eachT ∈ Σ4.

This obviously implies thatMp(Σ) <∞ wheneverΣ is of classC2.

Proof. ComparingA(T ) with the maximum of areas of the faces, we obtain

1
12

hmin(T )
(diamT )2

≤ K(T ) ≤ 1
3
hmin(T )

(diamT )2
,

wherehmin(T ) stands for the minimal height ofT , i.e. for the minimal distance ofxi to the affine
plane spanned by the other threexj ’s, i = 0, 1, 2, 3. Sincehmin(T ) ≤ diamT , it is enough to show
thatK(T ) is bounded whendiamT ≤ d0 for somed0 = d0(Σ) sufficiently small.

Thus, from now on we fix ad0 > 0 such that for eachx ∈ Σ the intersectionΣ ∩ B(x, 2d0)
coincides with a graph of aC2-function defined ofx+ TxΣ, and

dist(y, x+ TxΣ) ≤ A|y − x|2, y ∈ Σ ∩B(x, 2d0). (A.2)

Remark. (A.2) is the only thing we need from theC2-property. Such an estimate holds forC1,1-
surfaces, too. If one represents such a surface locally by a functiong ∈ C1,1 normalized tog(0) = 0
and∇g(0) = 0 then the Lipschitz continuity of∇g implies a quadratic height excess as in (A.2).

W.l.o.g. we can assume thatAd0 � 1.

Lemma A.2. LetT = (x0, x1, x2, x3) be an arbitrary tetrahedron, with angles of the faces denoted
byαij , i, j = 0, 1, 2, 3, i 6= j so thatαij is the angle atxj on the face which is opposite toxi. Then,
two cases are possible:

(i) At least one of theαij ∈ [π9 ,
8π
9 ];
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(ii) All αij ∈ (0, π9 ) ∪ (8π
9 , π).

In the latter case, eight of theαij are small, i.e. belong to(0, π9 ) and the remaining four are large,
i.e., belong to(8π

9 , π). Moreover, there is one large angle on each face and either 0 or 2 such angles
at each vertex ofT .

Proof of the lemma.We have
∑

0≤j≤3,j 6=i
αij = π for eachi = 0, 1, 2, 3, (A.3)

∑

0≤i≤3,i6=j
αij ∈ (0, 2π) for eachj = 0, 1, 2, 3, (A.4)

αij + αlj > αkj for each permutation(i, j, k, l) of (0, 1, 2, 3). (A.5)

(The last condition amounts to the triangle inequality for the spherical metric.)
Now, suppose that Case (i) does not hold. If there were at most three large angles, then the sum of

all αij would be strictly smaller than

3π + 9 · π
9

= 4π,

a contradiction. Similarly, if there were at least 5 large angles, the sum of all angles ofT would be
strictly larger than4π. Thus, if (i) fails, T must have precisely 4 large angles. By (A.3) and the
pigeon-hole principle, there is precisely one such angle on each face. Furthermore, if there is a large
angle at some vertex, then by (A.5) at least one of the remaining angles at this vertex must also be
large. Since the sum of all angles at each vertex is smaller than2π, we have precisely either 0 or 2
large angles at each vertex. 2

Now, fix T ∈ Σ4 with d = diamT < d0 = d0(Σ).

1. If Case (i) of the lemma holds forT , we can assume w.l.o.g. thatx0 = 0, the tangent plane
Tx0Σ = {(a, b, 0) | a, b ∈ R} is horizontal, and<)(x1, x2) ∈ [π9 ,

8π
9 ]. Let P := 〈x0, x1, x2〉. A

computation shows that there is an absolute constantc1 such that

<)(P, Tx0Σ) ≤ c1Ad

(which is a small angle ifd0 is chosen sufficiently small). Therefore, sincedist(x3, Tx0Σ) ≤ Ad2, we
have

dist(x3, P ) ≤ c2Ad
2,

which yieldsK(T ) ≤ c2A.

2. Suppose now Case (ii) holds forT . W.l.o.g. we can assume that all angles atx0 belong to(0, π/9).
We can also assume that all these angles exceedc3Ad for some constantc3, since otherwise there
exists a vertex and an edge ofT with mutual distance. d2 and we are done.

As before, we choose coordinates so thatx0 = 0 andTx0Σ = {(a, b, 0) | a, b ∈ R} is horizontal.
Let πT stands for the orthogonal projection ontoTx0Σ.

For i = 1, 2, 3, let li be the straight line throughx0 andxi. Set alsox′i := πT (xi), di = |xi − x0|,
d′i = |x′i − x0| andl′i = πT (li) (i = 1, 2, 3). Finally, sethi = |xi − x′i| = dist(xi, x0 + Tx0Σ). We
have

hi ≤ Ad2
i , d′i ≤ di ≤ 2d′i .

59



Permuting the numbering ofx1, x2, x3, we can moreover assume thatl′1 6= l′3 (if all projections of
edges meeting atx0 onto the tangent plane coincide, thenV (T ) = K(T ) = 0), and that the angle
γ := <)(x′3−x0, x

′
1−x0) is the largest of all the angles<)(x′j −x0, x

′
k−x0), wherej, k = 1, 2, 3. Set

P := 〈x0, x1, x3〉. Note that ifβi denotes the angle betweenli andl′i, thensinβi ≤ Ad2
i /di = Adi ≤

Ad� 1.
Let l ⊂ P be the straight line such thatπT (l) = l′2 = πT (l2). The crucial observation is that

the angle betweenl andl′2 is at mostc4Ad for some absolute constantc4 (here we use the piece of
information that all angles ofT atx0 are small). Using this, we estimate

dist(x2, P ) ≤ |x2 − x′2|+ dist(x′2, l) asl ⊂ P

≤ Ad2
2 + d′2 sin<)(l′2, l)

≤ c5Ad
2 .

Thus,hmin(T ) ≤ c5Ad
2. This yields the desired estimate ofK(T ). 2

Remark. ForΣ in C2, the bound that we obtain forK(T ) is of the form

K(T ) ≤ C ·A,

whereA is the maximum of theC2-norms of functions that give a graph description ofΣ in finitely
many small patches.

B Other integrands

In [14], J.C. Ĺeger suggests an integrand that could serve as a counterpart for integral Menger cur-
vature of one-dimensional sets, to obtain rectifiability criteria in higher dimensions. Ford = 2, his
suggestion is to use the cube of

KL(x0, x1, x2, x3) =
dist(x3, 〈x0, x1, x2〉)∏2

j=0 |x3 − xj |
(B.1)

We are going to show thatKL and some of its relatives are not suitable for our purposes for a simple
reason: even for a round sphere, the energy given by theLp-norm of such an integrand would be
infinite for all sufficiently largep! This surprising effect is due to the fact thatKL is not a symmetric
function of its variables.

To be more precise, let

F(x, y, z, ξ) :=
dist(ξ, 〈x, y, z〉)

M(|ξ − x|, |ξ − y|, |ξ − z|)α (B.2)

whereα > 1 is a parameter andM : R+ × R+ × R+ → R+ is homogeneous of degree 1, monotone
nondecreasing w.r.t. each of the three variables, and satisfies

min(t, r, s) ≤M(t, r, s) ≤ max(t, r, s) for t, r, s ≥ 0. (B.3)

Note that suchF coincides with J.C. Ĺeger’sKL if M(t, r, s) = 3
√
trs is the geometric mean and

α = 3.
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Proposition B.1. Whenever(α− 1)p ≥ 12, then
∫

S2

∫

S2

∫

S2

∫

S2

F(x, y, z, ξ)p dH 2(x) dH 2(y) dH 2(z) dH 2(ξ) = +∞ .

Proof. We follow a suggestion of K. Oleszkiewicz (to whom we are grateful for a brief sketch of this
proof) and consider the behaviour ofF on such quadruples of nearby points(x, y, z, ξ) for which the
plane〈x, y, z〉 is very different from the tangent plane atξ. It turns out that

∫

S2

∫

S2

∫

S2

F(x, y, z, ξ)p dH 2(x) dH 2(y) dH 2(z) = +∞ for eachξ ∈ S2.

To check this, suppose without loss of generality thatξ = (0, 0, 1). Fix a smallε ∈ (0, 1) and
rn = 2−2n for n = 1, 2, 3, . . .. Consider the sets∆n ⊂ S2 × S2 × S2,

∆n :=
(
B(an, εr2n) ∩ S2

)
×

(
B(bn, εr2n) ∩ S2

)
×

(
B(cn, εr2n) ∩ S2

)
, (B.4)

where

an := (rn, 0,
√

1− r2n), (B.5)

bn := (rn, 2rn,
√

1− 5r2n), (B.6)

cn := (rn,−2rn,
√

1− 5r2n). (B.7)

Note that forε ∈ (0, 1) all ∆n are pairwise disjoint. We shall show that whenever a triple of points
(x, y, z) ∈ ∆n, then the planeP = 〈x, y, z〉 is almost perpendicular toTξS2 (the angle differs from
π/2 at most by a fixed constant multiple ofε) and

dist(ξ, P ) ≥ rn/2, Fp(x, y, z, ξ) ≥ A · rp(1−α)
n

for some constantA depending onε, p andα but not on n. Let vn := bn − an, wn := cn − an
(n = 1, 2, . . .). Since

√
1− x = 1− x/2 +O(x2) asx→ 0, we have

vn = (0, 2rn,−2r2n +O(r4n)), wn = (0,−2rn,−2r2n +O(r4n)) .

A computation shows that

un := vn × wn = (−8r3n, 0, 0) + en, |en| ≤ C1r
5
n ,

whereC1 is an absolute constant. Therefore,

σn :=
un
|un|

= (−1, 0, 0) + fn, |fn| ≤ C2r
2
n ,

again with some absolute constantC2. Now, let(x, y, z) ∈ ∆n and letv′n := y − x, w′n := z − x. By
triangle inequality, we have

max(|vn − v′n|, |wn − w′n|) ≤ 2εr2n,

so that another elementary computation shows thatσ′n := (v′n × w′n)/|v′n × w′n| satisfies

|σn − σ′n| ≤ C3ε, n = 1, 2, 3, . . .
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for ε sufficiently small. Moreover,

dist(ξ, 〈x, y, z〉) = |(ξ − x) · σ′n|
=

∣∣((ξ − an) + (an − x)
)
· (σn + (σ′n − σn)

∣∣

≥ rn − C4εrn =
rn
2

(B.8)

if we chooseε = 1/2C4. By (B.3), we also have

M(|ξ − x|, |ξ − y|, |ξ − z|) ≈ rn, (x, y, z) ∈ ∆n, n = 1, 2, 3, . . . (B.9)

Combining (B.8) and (B.9), we estimate
∫

S2

∫

S2

∫

S2

F(x, y, z, ξ)p dH 2(x) dH 2(y) dH 2(z)

&
∞∑

n=1

∫ ∫ ∫

{(x,y,z)∈∆n}
F(x, y, z, ξ)p dH 2(x) dH 2(y) dH 2(z)

&
∞∑

n=1

(πεr2n)
6 r

p
n

rαpn

≈
∞∑

n=1

(rn)12+(1−α)p

= +∞ for (α− 1)p ≥ 12.

This completes the proof. 2

Remark. One can check that a similar argument shows that
∫

U

∫

U

∫

U

∫

U
Fp = +∞ if (α− 1)p ≥ 12

wheneverU is a patch of of aC2 surfaceΣ ⊂ R3 such that the Gaussian curvature ofΣ is strictly
positive onU .

The phenomenon described in Proposition B.1 does not appear for the integrand

KR(x, y, z, ξ) = 1/R(x, y, z, ξ) ,

whereR(x, y, z, ξ) denotes the radius of a circumsphere of four points of the surface — we simply
have1/R = const for all quadruples of pairwise distinct points of a round sphere. However, one can
easily find examples of smooth surfaces for which1/R → ∞ at some points: take e.g. the graph of
f(x, y) = xy near 0. It contains two straight lines and for everyδ > 0 there are lots of triangles with
all vertices on these lines, all angles (say)≥ π/6 and diameter≤ δ. For each such triangle∆ one can
take a sphereS which has the circumcircle of∆ as the equatorial circle. The radius ofS is . δ andS
intersects the graph off at infinitely many points that are not coplanar with vertices of∆.
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