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Abstract

In this paper we study a variational problem under a constraint on the
mass. Using a penalty method we prove the existence of an optimal shape. It
will be shown that the minimizers are Hölder continuous and that for a large
class they are even Lipschitz continuous. Necessary conditions in form of a
variational inequality in the interior of the optimal domain and a condition
on the free boundary are derived.
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1 Introduction

Let D ∈ IRN be a bounded domain and let a(x) and b(x) be positive, contin-
uous functions in D. Consider for an arbitrary real number p > 1 weighted
Sobolev constants of the following form

Sp(D) = inf
v

∫

D
a(x)|∇v|p dx, v ∈ K(D) where(1.1)

K(D) = {w ∈W 1,p
0 (D) : w ≥ 0,

∫

D
b(x)w dx = 1}.

It follows from the Sobolev embedding theorem that there exists a minimizer
u which solves the Euler-Lagrange equation

div(a(x)|∇u|p−2∇u) + Sp(D)b(x) = 0 in D, u = 0 on ∂D.(1.2)
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The first question addressed in this paper is to study the smallest value sp(m)
of Sp(D) when D ranges among all domains contained in a fixed bounded
domain B ⊂ IRN , with prescribed measure M(D) :=

∫
D b dx = m. We are

mainly interested in the existence of an optimal domain and the regularity of
the minimizers.

For this purpose we follow a strategy used in [19] for eigenvalue problems.
The idea which goes back to the pioneering papers of Alt and Caffarelli [1]
and Alt, Caffarelli and Friedman [2], is to introduce a penalty term depending
on t and to consider a variational problem in B without constraints. It has
the advantage that it involves only the state function and not the optimal
shape which is difficult to grasp.

Such a problem appeared for the first time in the literature in connection
with the problem of the torsional rigidity of cylindrical beams. In this case
D is a simply connected domain in the plane, p = 2 and a(x) = b(x) = 1 and
B is a large circle such that |B| > m. It has been conjectured by St.Venant
in 1856 and proved by Polyà cf. [15] that the optimal domain is the circle.
The same questions have been studied in [6] for the special case p = 2 and
a(x) = 1. A major ingredient there is the isoperimetric inequality which is
not available for non constant a(x). Many references and results concerning
Sobolev constants with different types of weights can be found in [13] and
[16]. For applications to boundary value problems cf. [4] and the references
cited therein.

We shall assume that a(x) and b(x) meet the following assumptions:

(A1) a(x), b(x) ∈ C0,1(B);

(A2) there exist positive constants amin and amax such that amin ≤ a(x) ≤
amax;

(A3) there exists a positive constant bmax such that 0 ≤ b(x) ≤ bmax.

The plan of this paper is as follows. First we discuss the Sobolev constant
Sp(D) in multiply connected domains D. It turns out that it behaves dif-
ferently from other similar quantities like the smallest eigenvalues. Then we
prove the existence of a minimizer in W 1,p

0 (B) and of a corresponding optimal
domain. The next chapter deals with the variational inequality which has to
be satisfied by the minimizers and the characterization of the free boundary
between their support and the region where they vanish. In the last chap-
ter we prove regularity results for the minimizers, in particular the Lipschitz
continuity.

2 Qualitative properties

In this section we list some general properties of Sp(D). Instead of (1.1) it
will sometimes be more convenient to use the equivalent form

Sp(D) = inf
W 1,p

0 (D)

∫
D a(x)|∇v|p dx(∫
D b(x)|v| dx)p .(2.1)
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Every minimizer is a multiple of u where u is the unique solution of

div(a(x)|∇u|p−2∇u) + b(x) = 0 in D, u = 0 on ∂D.(2.2)

Lemma 1 Sp(D) is monotone with respect to D in the sense that if D1 ⊂ D2

then Sp(D1) ≥ Sp(D2).

Proof The assertion is an immediate consequence of the fact that every ad-
missible function for Sp(D1), extended as 0 outside of D1 is an admissible
function for Sp(D2). ¤

Lemma 2 Let X and Y be two domains in IRN such that X ∩ Y = ∅. Then

Sp(X ∪ Y )−
1
p−1 = Sp(X)−

1
p−1 + Sp(Y )−

1
p−1 .

Proof Let uX and uY be minimizers for Sp(X) or Sp(Y ), resp. which are
solutions of (2.2) in X or Y , resp.. Consequently

∫

X
a|∇uX |pdx =

∫

X
buXdx = S

− 1
p−1

p (X) and
∫

Y
a|∇uY |pdx =

∫

Y
buY dx = S

− 1
p−1

p (Y )

Choosing as a test function in (2.1)

v =

{
uX in X

uY in Y

we get

Sp(X ∪ Y ) ≤ 1(
Sp(X)−

1
p−1 + Sp(Y )−

1
p−1

)p−1 .(2.3)

Let u be a minimizer of Sp(X ∪ Y ). Then keeping in mind that
∫

X
a|∇u|p dx ≥ Sp(X)

(∫

X
bu dx

)p

,

∫

Y
a|∇u|pdx ≥ Sp(Y )

(∫

Y
bu dx

)p

,

we find

Sp(X ∪ Y ) ≥ Sp(X)
(∫
X bu dx

)p + Sp(Y )
(∫
Y bu dx

)p
(∫
X bu dx+

∫
Y bu dx

)p .(2.4)

Set I :=
∫
X bu dx+

∫
Y bu dx,

∫
X bu dx := λI and

∫
Y bu dx = (1− λ)I. Then

Sp(X ∪ Y ) ≥ Sp(X)λp + Sp(Y )(1− λ)p =: h(λ).

This function h(λ) achieves its minimum for

λ =
Sp(Y )1/(p−1)

Sp(X)1/(p−1) + Sp(Y )1/(p−1)
.
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Inserting this expression into h(λ) we get

Sp(X ∪ Y ) ≥ 1(
Sp(X)−

1
p−1 + Sp(Y )−

1
p−1

)p−1 .

This together with (2.3) proves the assertion. ¤
From this lemma we get immediately the estimate: If Sp(X) < Sp(Y ) then

Sp(X)
2p−1

≤ Sp(X ∪ Y ) ≤ Sp(Y )
2p−1

.

Remark 1 Notice that the formula for Sp(X ∪ Y ) in multiply connected do-
mains differs from the one for the principal eigenvalue

λp(D) = inf
W 1,p

0 (D)

∫
D a|∇v|pdx∫
D b|v|pdx

.

In this case Lemma 2 has to be replaced by

λp(X ∪ Y ) = λp(X), where λp(X) ≤ λp(Y ).

Definition 1 For all positive M ≤M(B) set

sp(M) := infDSp(D) where D ∈ {D′ ⊂ B : M(D′) ≤M}

If for some region D0 with measure M sp(M) = Sp(D0), then D0 is called
optimal region for sp(M).

By Lemma 1 the infimum is the same if D′ varies in the smaller class of
domains with M(D′) = M .

In the chapter on regularity we shall need the quantity

σp = inf
(0,M(B))

Mp+p/N−1sp(M).(2.5)

The following lemma will be crucial for our considerations.

Lemma 3 Assume (A1),(A3) and the weaker form of (A2), namely
(A2’) 0 < amin ≤ a(x).
Then σp > 0.

Proof We have

Sp(D) ≥ amin
bpmax

inf
W 1,p

0 (D)

∫
D |∇v|p dx(∫
D |v| dx

)p .

Let

Tp(D) := inf
W 1,p

0 (D)

∫
D |∇v|p dx(∫
D |v| dx

)p .
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If D∗ denotes the ball with the same volume as D then by a symmetrization
and a scaling argument we get

Tp(D) ≥ Tp(D∗) =
( |B1|
|D|

)p+p/N−1

Tp(B1).

Hence

Sp(D) ≥ amin
bpmax

|D|1−p−p/Nc(N, p) ≥ amin
bpmax

b
p+p/N−1
min M1−p−p/Nc(N, p),

where c(N, p) := |B1|p+p/N−1Tp(B1),

which implies that

σp ≥ b
p+p/N−1
min amin

bpmax
c(N, p) > 0. ¤(2.6)

More results on σp is found in [5].

3 Existence

Let B ⊂ IRN be a bounded fundamental domain, e.g. a large ball, and
let t > 0, ε > 0 be arbitrary fixed numbers. We consider the functional
Jε,t : W 1,p

0 (B)→ R+ given by

Jε,t(v) :=

∫
B

a(x)|∇v(x)|p dx
(∫
B

b(x)|v(x)| dx
)p + fε(

∫

{v>0}

b(x) dx),

where

fε(s) =
{

1
ε (s− t) : s ≥ t

0 : s ≤ t.
For v ≡ 0 we set Jε,t(v) = ∞. At first we are interested if the following

variational problem has a minimizer

Jε,t = inf
K
Jε,t(v).(3.1)

Lemma 4 Under the assumptions (A1)-(A3) there exists a function uε ∈ K
such that

Jε,t(u) = Jε,t.
Proof Since the functional is bounded from below there exist minimizing
sequences {uk}k≥1 ⊂ K. Assume that Jε,t(uk) < c0 for all k. We normalize
uk such that ∫

B

b(x)uk(x) dx = 1.

Therefore
∫
B

a|∇uk(x)|p dx < c0 and by [(A2)] also ‖∇uk|‖Lp(BR) is uniformly

bounded from above. Hence there exists a u ∈W 1,p
0 (B) such that
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• ∇uk → ∇u weakly in Lp(B);

• uk → u strongly in Lq(B), for q < np/(N − p) if p < N and for all q ≥ 1
otherwise;

• uk → u ∈ K almost everywhere in B.

For the last statement see e.g. [Rudin] Theorem 3.12. This result implies in

particular that
∫
B

u(x)b(x) dx = 1. Since
{∫
B

a(x)|∇u(x)|p dx
}1/p

is a norm

in W 1,p
0 (B) and since norms are lower semicontinuous with respect to weak

convergence, the inequality
∫

B

a(x)|∇u(x)|p dx ≤ lim inf
k→∞

∫

B

a(x)|∇uk(x)|p dx

holds. Moreover since uk → u in L1(BR) we have
∫
BR

bu dx = 1.
Let χ{uk>0} denote the characteristic function of the support of uk, i.e.

χ{uk>0}(x) =

{
1 if uk(x) > 0
0 otherwise.

Next we want to prove that
∫

BR

χ{u>0}(x)b(x) dx ≤ lim inf
k→∞

∫

BR

χ{uk>0}(x)b(x) dx.(3.2)

We have, denoting by |G| the Lebesgue measure of a set G,
∫

B
|χ{uk>0}(x)− χ{u}(x)|b(x) dx

≤ bmax|{u > 0} \ {uk > 0} ∪ {uk > 0} \ {u > 0}|
≤ |{x : |u(x)− uk(x)| > δ}|+ bmax{|x : 0 < u(x) < δ}|+ bmax{|x : 0 < uk(x) < δ}|

for all δ > 0. Since uk → u a.e. it follows that

|{x : |u(x)− uk(x)| > δ}| → 0 as k →∞.

By the continuity of the Lebesgue measure

|{|x : 0 < u(x) < δ}| and |{|x : 0 < uk(x) < δ}| → 0 as δ → 0.

Hence

lim inf
k→∞

∫

B
χ{uk>0}(x)b(x) dx ≥ − lim

k→∞

∫

B
|χ{uk>0}(x)− χ{u}(x)|b(x) dx

+
∫

B
χu>0(x)b(x) dx
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This together with (3.2) implies

Jε,t(u) ≤ inf
K
Jε,t(v),

which completes the proof of the lemma. ¤
In general, the minimizer u of Jε,t depends on ε. If we want to emphasize

the ε- dependence we shall write uε.

Open problem We expect that for ε sufficiently small, uε is independent
of ε and Jε,t = Jε,0 = sp(t) for all ε ≤ ε0.

For simplicity we shall also use the following notation: for any w ∈ K set

Dw := {w(x) > 0}, Mw :=
∫

Dw

b(x) dx.

Theorem 1 There exists u0 ∈ K such that for every positive t ≤M(B)

Sp(Du0) = sp(t).

Proof Let D′ ⊂ B be an arbitrary domain in B such that
∫
M(D′) b dx = t.

Let w ∈ W 1,p
0 (D′) be a minimizer of Sp(D′) with w ≡ 0 in B \D′ and let uε

be a minimizer of Jε,t such that
∫
B buε dx = 1. Then Jε,t(uε) ≤ Jε,t(w), i.e.

∫

B
a|∇uε|p dx+ fε(Muε − t) ≤ Sp(D′).

Then
∫
B a|∇uε|pdx and by the assumption (A3) also

∫
B |∇uε|pdx are bounded

from above by a constant which is independent of ε. Therefore there exists a
subsequence uε such that

uε → u0, weakly in W 1,p
0 (B), uε → u0 strongly in L1(B) as ε→ 0.

Moreover u0 ∈ K and by the same arguments as in Lemma 4 we conclude that
Mu0 ≤ t. This together with Fatou’s lemma implies

∫
B a|∇u0|p dx(∫
B bu0 dx

)p =
∫

B
a|∇u0|p dx ≤ Sp(D′).

Since this inequality holds for any D′ with M(D′) = t, the assertion follows.
¤

4 Necessary conditions

4.1 First variation

Theorem 2 Let uε be a minimizer of Jε,t which is normalized such that∫
B

b(x)uε(x)dx = 1. Then for all nonnegative smooth functions ϕ with compact
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support in B, the following inequality holds:
∫

B

a(x)|∇uε(x)|p−2∇uε∇ϕ(x) dx ≤ λ
∫

B

b(x)ϕ(x) dx,(4.1)

where λ :=
∫

B

a(x)|∇uε(x)|p dx.

Proof For short we shall write u instead of uε. Since u is a minimizer we
have Jε(u) ≤ Jε((u − δϕ)+) for every δ > 0 and ϕ > 0. Set v := (u − δϕ)+

and note that Dv ⊂ Du. Hence by the monotonicity of fε(t) we have

fε(Mu) ≥ fε(Mv)

and thus
∫
B

a(x)|∇u(x)|p dx
(∫
B

b(x)u(x) dx
)p ≤

∫
B

a(x)|∇v(x)|p dx
(∫
B

b(x)v(x) dx
)p .

Using the normalization we get

0 ≤
∫

B

a(x)|∇v(x)|p dx−
∫

B

a(x)|∇u(x)|p dx



∫

B

b(x)v(x) dx



p

.(4.2)

We now discuss the integrals in more detail. Keeping in mind that
∫
B bu dx

and
∫
B bϕ dx are bounded we find, setting

I0 :=
∫

B∩{u>δϕ}
b(x)u(x) dx,




∫

B

b(x)v(x) dx



p

=




∫

B∩{u>δϕ}

b(x)(u− δϕ)(x) dx




p

= Ip0 − pδIp−1
0

∫

B∩{u>δϕ}

b(x)ϕ(x) dx+ o(δ).

Next we compute
∫

B

a(x)|∇v(x)|p dx =
∫

B∩{u>δϕ}

a(x)|∇(u− δϕ)(x)|p dx =

∫

B∩{u>δϕ}

a(x)|∇u(x)|p dx− pδ
∫

B∩{u>δϕ}

a(x)|∇u(x)|p−2∇u∇ϕ dx+ η.
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The remainder term η contains expressions of the form δ2
∫
B(x)a(x)|∇u|qϕ̃dx

with q ≤ p− 1. Since
∫
B a|∇u|p dx and |ϕ̃|∞ are bounded, we have

η = O(δ2).

Plugging these expression into inequality (4.2) we get

0 ≤
∫

{u>δϕ}

a(x)|∇u(x)|p dx− pδ
∫

{u>δϕ}

a(x)|∇u(x)|p−2∇u∇ϕ(x) dx−(4.3)

∫

B
a|∇u|p dx


Ip0 − pδIp−1

0

∫

{u>δϕ}

b(x)ϕ(x) dx


 + o(δ).

Observing that ∫

{u>δϕ}

b(x)u(x) dx = 1−
∫

{u≤δϕ}
b(x)u(x) dx,

we deduce from (4.3) that

pδ

∫

{u>δϕ}

a(x)|∇u(x)|p−2∇u∇ϕ(x) dx

≤
∫

B
a|∇u|p dx

{
p

∫

{u≤δϕ}
bu dx+ pδ

∫

{u>δϕ}
bϕ dx

}
+ o(δ).

The expression in the brackets at the right-hand side of this inequality is
bounded from above by

pδ

∫

B
bϕ dx.

Hence we obtain, dividing by pδ > 0 and then letting δ tend to 0∫

B

a(x)|∇u(x)|p−2∇u∇ϕ(x) dx ≤
∫

B

a(x)|∇u(x)|p dx
∫

B

b(x)ϕ(x) dx.

This proves the theorem. ut
Corollary 1 In the interior of Duε, every normalized minimizer uε satisfies
the Euler-Lagrange equation

div(a(x)|∇uε(x)|p−2∇uε(x)) + λb(x) = 0.(4.4)

x0 be an inner point in {uε > 0} and suppose that the ball Bρ(x0) centered at
x0 satisfies Bρ(x0) ⊂ {uε > 0}. Let ϕ ∈ C∞0 (Bρ(x0)). Choose δ so small that
v := u + δϕ > 0 in Bρ(x0). The same arguments as in the previous theorem
imply that ∫

Bρ(x0)
a|∇u|p−2∇u∇ϕ dx = γ

∫

Bρ(x0)
bϕ dx.

This proves the assertion. ¤
Remark The proof of the previous Theorem holds also for u0 which is the
minimizer corresponding to sp(M) [cf. Theorem 1].
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4.2 Boundary condition

We derive a necessary condition for the minimizers uε which has to be satisfied
on ∂Duε where it is smooth.

Theorem 3 Let uε be a minimizer of Jt,ε. On the smooth parts of ∂Du, the
following identity holds

a(x)|∇u(x)|p = const.b(x) for x ∈ ∂Du.

Proof Consider the function

ũ(x) := u(x+ δη(x)).(4.5)

η denotes a smooth vector field in B with compact support satisfying the
additional constraint

∫

∂Du

b(x)η(x) · ν(x) dS = 0.(4.6)

δ denotes a positive constant which is chosen so small, such that x+δη(x) ∈ B
for all x ∈ B. A consequence of this setting is

Lemma 5 Let η be defined as above. Then
∫

Dũ

b(x) dx =
∫

Du

b(x) dx+ o(δ).(4.7)

The claim follows by direct computation. We set y = x + δη(x). Then
dx = (1− δdivη)dy + o(δ). Hence we get because of (4.6).

∫

Dũ

b(x) dx =
∫

Du

b(y − δη)(1− δdivη) dy + o(δ) =
∫

Du

b(y) dy − δ
∫

Du

bdivη dy

− δ
∫

Du

η · ∇b dy + o(δ) =
∫

Du

b(y) dy + o(δ).

This proves the lemma. ¤
By our assumption

Jε,t(u) ≤ Jε,t(ũ).(4.8)

We expand the right hand side with respect to δ and get
∫

Dũ

a(x)|∇ũ(x)|p dx =
∫

Du

a|∇u|p dy − δ
∫

Du

a|∇u|pdivη dy − δ
∫

Du

η · ∇a|∇u|p dy

+ δp

∫

Du

a|∇u|p−2∇u ·Dη · ∇u dy + o(δ).
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We integrate by parts, making use the smoothness of ∂Du, and we obtain
∫

Du

a(x)|∇ũ(x)|p dx =
∫

Du

a|∇u|p dy − δp
∫

Du

div(a|∇u|p−2∇u)η · ∇u dy

+ δ(p− 1)
∫

∂Du

a|∇u|pη · ν dS + o(δ).

Similarly we have
∫

Dũ

b(x)ũ(x) dx =
∫

Du

b(y)u(y) dy − δp
∫

Du

bη · ∇u dy + o(δ).

Inserting the above expansions into (4.8) rearranging terms we get for δ → 0:
∫

∂Du

a|∇u|pη · ν dS = 0(4.9)

The equality comes from the fact that η · ν can have any sign and the penal-
ization term drops out by monotonicity. Because of (4.6) this implies

a(x)|∇u(x)|p = const.b(x) for x ∈ ∂Du.

5 Regularity

This section is devoted to the regularity of the minimizers Jε,t. The notation
will be the same as in the last section. If p ≥ N it follows immediately from
the embedding theorems that the minimizers are Hölder continuous.

Theorem 4 Every solution u of (4.1) belongs to L∞(D) and satisfies

|u|∞ ≤
(
λ

σp

) 1
p−1+p/N p+Np−N

p
,

provided
∫
B bu dx = 1.

Proof By testing (4.1) with (u − t)+ we obtain, setting D(t) := {x ∈ D :
u(x) > t} and M(t) := M(D(t)),

∫

D(t)
a|∇u|pdx ≤ λ

∫

D(t)
b(u− t)dx.(5.1)

Using the fact that σp > 0 we have

σp

(∫

D(t)
(u− t)bdx

)p

M1− p
N
−p(t) ≤

∫

D(t)
a|∇u|pdx
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This together with (5.1) implies

σp

(∫

D(t)
(u− t)bdx

)p

M1− p
N
−p(t) ≤ λ

∫

D(t)
b(u− t)dx.(5.2)

Integration by parts yields
∫

D(t)
(u− t)bdx =

∫ ∞
t

M(s)ds =: M̂(t).

Inserting this expression into (5.2) we get

(σp
λ

) 1
p+p/N−1 ≤ −M̂ ′M̂−

p−1
p+p/N−1 .

Put for short γ =
(σp
λ

) 1
p−1+p/N and α = p−1

p+p/N−1 . Since M̂(0) = 1 we find
after integration

γ(1− α)t ≤ 1− M̂(t)1−α.

Hence

t ≤ 1
(1− α)γ

=
(
λ

σp

) 1
p+p/N−1 p+Np−N

p
.

This establishes the assertion. ¤

Next we we shall prove the Hölder continuity of the minimizers. For this
purpose we need an additional assumption on b.

(A4) Let ε0 > 0 be an arbitrary fixed constant. Then there exist positive
constants c0 and c1 < N such that for all 1 ≤ µ ≤ 1 + ε0 and for all x ∈ B

−c0(1− µ) ≤ b(x
µ

)− b(x) ≤ c1(1− µ)b(x).

Remark The condition (A4) holds for all polynomials. In the sequel c denotes

a constant which is independent of R.

Theorem 5 Let B be convex. Assume (A1)-(A4) and 1 < p <∞. Let u ∈ K
be any minimizer of s(M) . Then u ∈ C0,β

loc (B) for all 0 ≤ β < 1.

The proof is done in several steps. Let us first collect some useful auxiliary
result.
Our arguments rely heavily on a lemma of Morrey [14].

Lemma 6 ( Morrey’s Dirichlet growth theorem). Let u ∈ W 1,p(B), 1 < p <
N . Suppose that there exist constants 0 < c <∞ and β ∈ (0, 1] such that for
all balls BR(x0) ⊂ B

∫

B∩BR(x0)
|∇u|pdx ≤ cRN−p+βp,

then u ∈ C0,β(B).
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In order to apply the above lemma we shall also need

Lemma 7 Let φ(t) be a nonnegative and nondecreasing function. Suppose
that

φ(ρ) ≤ a
[( ρ
R

)α
+ δ

]
φ(R) + bRβ

for all 0 ≤ ρ ≤ R ≤ R0, where a, b, α and β are positive constants with
β < α. Then there exist positive constants δ0 = δ0(a, α, β) and c = C(a, α, β)
such that if δ < δ0, then

φ(ρ) ≤ c
( ρ
R

)β [
φ(R) + bRβ

]

for all 0 ≤ ρ ≤ R ≤ R0.

For the proof of this Lemma we refer to [11], Lemma 2.1 in Chapter III. Next
we construct a comparison function for the functional s(M) which will play
an important role in the proof of the Hölder and Lipschitz continuity of u.
Let u be a minimizer of s(M). Let BR(x0) any ball of radius R centered at
x0 such that B2R(x0) ⊂ B. Set

v(x) =





v̂(x) if x ∈ BR(x0)
u(x) if x ∈ Du \BR(x0)
0 otherwise,

(5.3)

where v̂ is the solution of

div(a|∇v̂|p−2∇v̂) + λb(x) = 0 in BR(x0), v̂ = u on ∂BR(x0),

λ =
∫

B
a|∇u|p dx.

Since
div(a|∇u|p−2∇u) + λb(x) ≥ 0 in BR(x0),

the maximum principle gives v̂ ≥ u in BR(x0). Also observe that
∫

BR(x0)
a|∇v̂|p dx ≤

∫

BR(x0)
a|∇u|p dx+ λp

∫

BR(x0)
b(v̂ − u) dx.(5.4)

Since v̂ > 0 in BR(x0) by the strong maximum principle (see e.g. [18]), we
have Du ⊆ Dv. Hence in general v(x) cannot be used as a test function in the
variational principle for s(M). We therefore define w(x) := v(µx) and choose
µ ≥ 1 such that Mw = Mu = M . Since B is convex, Dw ⊂ B and w(x) can
be used as a test function of the variational characterization of s(M). In the
sequel we shall frequently use the notation

Nu := {u = 0} ∩B}

The following elementary estimate will be needed later on.
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Proposition 1 Let u be a minimizer and let v and µ be defined as above.
Under the assumption (A4) the following estimates holds true for R ≤ R0(ε0)

1 ≤ µ ≤ 1 +
bmax
N − c1

|Nu ∩BR(x0)|
M

.(5.5)

Proof To simplify notation we write BR instead of BR(x0). For µ̃ ≥ 1 set

g(µ̃) := µ̃−N
∫

Dv

b(
x

µ̃
) dx.

By definition we have

g(µ) =
∫

Dw

b(x) dx =
∫

Du

b(x) dx = M.

By (A4)

g(µ̃) ≤ µ̃−N (1 + c1(1− µ̃))
∫

Dv

b(x) dx

≤ µ̃−N (1 + c1(1− µ̃))
{∫

Du

b(x) dx+ bmax|Nu ∩BR|
}

= µ̃−N (1 + c1(1− µ̃))M
(

1 +
bmax|Nu ∩BR|

M

)
.

If we evaluate the expression above at

µ̃0 = 1 + c
|Nu ∩BR|}

M
=: 1 + cη,

we obtain

g(µ̃0) ≤Mµ̃−N0 (1 + (cc1 + bmax)η +O(η2)) as η → 0.

Choosing c = bmax
N−c1 we find for R sufficiently small that g(µ̃0) < M . This

together with g(1) > M proves the assertion. ¤

Lemma 8 Let u ∈ K be any minimizer of s(M) and let v̂ and µ be defined
as above. Then

∫

BR(x0)
a(x)|∇(u− v̂)|p dx ≤ cR(N−p)(1− p

2
)|Nu ∩BR(x0)| p2(5.6)

for 1 < p ≤ 2 and
∫

BR(x0)
a(x)|∇(u− v̂)|p dx ≤ c|Nu ∩BR(x0)|(5.7)

for p ≥ 2.
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Proof By definition we have, with w(x) = v(µx) as above,

s(M) ≤
∫
B a|∇w|p dx(∫
B bw dx

)p .(5.8)

Observe that ∫

B
a|∇w|p dx = µp−N

∫

Dv

aµ|∇v|p dx

and ∫

B
bw dx = µ−N

∫

Dv

bµv dx,

where aµ(x) = a
(
x
µ

)
and bµ(x) = b

(
x
µ

)
. From (5.8) and the definition of w

it then follows that

s(M)µN−p−Np
(∫

Dv

bµv dx

)p

≤
∫

Dv

aµ|∇v|p dx.(5.9)

We write Dv = Du \BR ∪BR and get, using (A4)
∫

Dv

bµv dx =
∫

Dv\BR
bµv dx+

∫

BR

bµv̂ dx(5.10)

=
∫

Du

bµu dx+
∫

BR

bµ(v̂ − u) dx

=
∫

Du

bu dx+
∫

Du

(bµ − b)u dx+
∫

BR

bµ(v̂ − u) dx

≥
∫

Du

bu dx− c (µ− 1).

For the last inequality we used the boundedness of u (cf. Theorem 4 and the
fact that v̂ ≥ u in BR. Proposition 1 together with

∫
Du
budx = 1 then implies

∫

Dv

bµv dx ≥ 1 +O(|Nu ∩BR|).(5.11)

In order to estimate the right hand of (5.9) side we use the Lipschitz
continuity of a and obtain

∫

Dv

aµ|∇v|p dx ≤
∫

Dv

a|∇v|p dx+
∫

Dv

|aµ − a||∇v|p dx
(5.12)

≤
∫

Du

a|∇u|p dx+
∫

BR

a|∇v̂|p dx−
∫

BR

a|∇u|p dx+ c( µ− 1).

By Proposition 1 and the definition of s(M) we conclude that
∫

Dv

aµ|∇v|p dx ≤ s(M) +
∫

BR

a(|∇v̂|p − |∇u|p) dx+ c|Nu ∩BR|.(5.13)
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for R small enough. Thus (5.9) yields

s(M)µN−p−Np (1 +O(|Nu ∩BR|))p ≤ s(M) +
∫

BR

a(|∇v̂|p − |∇u|p) dx

+O(|Nu ∩BR|),

and rearranging terms we find for the expression

I :=
∫

BR

a(|∇u|p − |∇v̂|p) dx,

the estimate

I ≤ (1− µN−p−Np)
∫

Du

a|∇u|p dx+O(|Nu ∩BR|) = O(|Nu ∩BR|).(5.14)

Let ut(x) := tu(x) + (1− t)v̂(x) for 0 ≤ t ≤ 1. Then we have

I =
∫

BR

a(x)
∫ 1

0

d

dt
|∇ut|p dt dx

= p

∫

BR

a(x)
∫ 1

0
|∇ut|p−2∇ut · ∇(u− v̂) dt dx.

Since v̂ ≥ u
∫

BR

a(x)|∇v̂|p−2∇v̂ · ∇(u− v̂) dx = λ

∫

BR

b(x)(v̂ − u) dx ≥ 0,

and thus

I ≥ p
∫

BR

a(x)
∫ 1

0

(|∇ut|p−2∇ut − |∇v̂|p−2∇v̂) · ∇(u− v̂) dt dx.

Replacing u− v̂ by 1
t (ut − v̂) we get

I ≥ p
∫ 1

0

1
t

∫

BR

a(x)
(|∇ut|p−2∇ut − |∇v̂|p−2∇v̂) · ∇(ut − v̂) dx dt.(5.15)

Now we use the following inequalities, which can be found e.g. in [12], Lemma
5.7
(|ξ|p−2ξ − |ξ′|p−2ξ′

) · (ξ − ξ′) ≥ c(N, p) (|ξ|+ |ξ′|)p−2 |ξ − ξ′|2 if 1 < p ≤ 2,

and
(|ξ|p−2ξ − |ξ′|p−2ξ′

) · (ξ − ξ′) ≥ c(N, p)|ξ − ξ′|p if p ≥ 2

for all ξ, ξ′ ∈ IRN .

Inserting the second inequality into (5.15) we get for p ≥ 2
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I ≥ c(N, p)p
∫ 1

0

1
t

∫

BR(x0)
a(x)|∇(ut − v̂)|p dx dt

= c(N, p)p
∫ 1

0
tp−1 dt

∫

BR(x0)
a(x)|∇(u− v̂)|p dx

= c(N, p)
∫

BR(x0)
a(x)|∇(u− v̂)|p dx.

From inequality (5.14) we deduce that

∫

BR(x0)
a(x)|∇(u− v̂)|p dx ≤ O(|Nu ∩BR(x0)|).(5.16)

This proves the second assertion (5.7) of the lemma.
For the case 1 < p ≤ 2 we have

I ≥ c(N, p)p
∫ 1

0

1
t

∫

BR

a(x)|∇(ut − v̂)|2 (|∇ut|+ |∇v̂|)|)p−2 dx dt

≥ c(N, p)p
2

∫ 1

0
t dt

∫

BR

a(x)|∇(u− v̂)|2 (|∇u|+ |∇v̂|)|)p−2 dx

=
1
4
c(N, p)

∫

BR

a(x)|∇(u− v̂)|2 (|∇u|+ |∇v̂|)|)p−2 dx.

We use Hölder’s inequality and get
∫

BR

a|∇(u− v̂)|p dx

=
∫

BR

a
p
2 |∇(u− v̂)|p (|∇u|+ |∇v̂|)|) (p−2)p

2 a1− p
2 (|∇u|+ |∇v̂|)|) (2−p)p

2 dx

≤
(∫

BR

a|∇(u− v̂)|2 (|∇u|+ |∇v̂|)|)p−2 dx

) p
2
(∫

BR

a (|∇u|+ |∇v̂|)|)p dx
)1− p

2

.

Rearranging terms gives:
∫

BR

a(x)|∇(u− v̂)|2 (|∇u|+ |∇v̂|)|)p−2 dx

≥ 21− 2
p

(∫

BR

a|∇(u− v̂)|p dx
) 2
p

(∫

BR

a|∇u|p dx
)1− 2

p

,

where we have also used (5.4) Thus

I ≥ c(N, p)
(∫

BR

a(x)|∇(u− v̂)|p dx
) 2
p

(∫

BR

a(x)|∇u|p dx
)1− 2

p
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For the case 1 < p ≤ 2 inequality (5.14) then implies

∫

BR

a(x)|∇(u− v̂)|p dx ≤ c
(∫

BR

a(x)|∇u|p dx
)1− p

2

|Nu ∩BR|
p
2

The integral
∫
BR

a(x)|∇u|p dx can be estimated by means of a Caccioppoli
type inequality, based on inequality (4.1), as follows

∫

BR

a(x)|∇u|p dx ≤ c

Rp

∫

B2R

up dx ≤ c|u|∞RN−p,(5.17)

where c depends only on amin, amax, bmax, s(M) and p. For a derivation of
the first inequality with a discussion of the optimal constant c we refer to [17].
The second inequality in (5.17) uses Theorem 4. Thus

∫

BR

a(x)|∇(u− v̂)|p dx(5.18)

≤ cR(N−p)(1− p
2

)|Nu ∩BR|
p
2(5.19)

for 1 < p ≤ 2. This completes the proof of the lemma. ¤

After this preparation we are in position to proceed, as in [19], to the proof
of the Theorem 5.

Proof of Theorem 5 We use the setting as given by the previous lemmas.
For r < R and 1 < p <∞ we estimate

∫

Br(x0)
a(x)|∇u|p dx ≤

∫

BR(x0)
a(x)|∇(u− v̂)|p dx+

∫

Br(x0)
a(x)|∇v̂|p dx.

The first term on the right-hand side can be estimated by Lemma 8. In order
to estimate the last term we use the regularity result of [9] which states that
v̂ ∈ C1,α(Bρ(x0)) for any fixed ρ < R. Hence

∫

Br(x0)
a(x)|∇v̂|p dx ≤ crN ,

where c depends only on ρ and not on r ≤ ρ. Next we consider the auxiliary
function h, defined as the unique solution of

div(a(x)|∇h|p−2∇h) = 0 in BR(x0)
h = u in ∂BR(x0)

Thus we have by the minimality of h
∫

BR(x0)
a(x)|∇u|p dx ≥

∫

BR(x0)
a(x)|∇h|p dx =: c1.
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Thus we obtain
∫

Br(x0)
a(x)|∇v̂|p dx ≤ crN

c1

∫

BR

a(x)|∇h|p dx

≤ c(N, p, amin, amax)
( r
R

)N ∫

BR(x0)
a(x)|∇u|p dx.

Taking into account (5.6) and (5.7) we arrive at
∫

Br(x0)
|∇u|p dx ≤ c(N, p, amin, amax)

( r
R

)N ∫

BR(x0)
|∇u|p dx+ cRN−p+

p
2
p.

for 1 < p < 2 and
∫

Br(x0)
|∇u|p dx ≤ c(N, p, amin, amax)

( r
R

)N ∫

BR(x0)
|∇u|p dx+ cRN ,

for p ≥ 2.
Now we apply Lemma 7 and we obtain in the first case 1 < p < 2

∫

Br(x0)
|∇u|p dx ≤ C

( r
R

)β̃ [∫

BR(x0)
|∇u|p dx+ const.Rβ̃

]
(5.20)

with β̃ = N − p+ p
2p and we set β = p

2 . We apply Lemma 6 and get u ∈ C0,β
loc

for all 0 ≤ β ≤ p
2 . We easily extend this result to all 0 < β < 1. Indeed if we

set β1 = p
2 we can use the fact that u ∈ C0,β1

loc in inequality (5.17) and obtain
a bound with a higher power in R. Following the same procedure then gives
u ∈ C0,β2

loc with β2 > β1. After finitely many repetitions we obtain u ∈ C0,β
loc

for any 0 < β < 1.
For p ≥ 2 we use (5.6) and derive (5.20) for any 0 ≤ β̃ < N . We write β̃ as

β̃ = N − p+ βp for any 0 < β < 1. The assertion now follows from Morrey’s
Dirichlet growth theorem. ¤
Based on this we now prove the Lipschitz continuity of any minimizer.

Theorem 6 Assume (A1)-(A4) and p ≥ 2. Let u ∈ K be a minimizer of
s(M). Then u ∈ C0,1

loc (B).

Proof The proof follows closely the proof of theorem 2.3 in [2]. Set d(x) :=
dist(x,Nu). Since u is continuous the set Du is open. We will use (5.7):

∫

BR(x0)

|∇(u− v̂)|p dx ≤ c|Nu ∩BR(x0)|.

Let x0 be any point in B be such that d(x0) < 1
2dist(x0, ∂B).
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Figure 1

We prove, that the estimate u(x0) ≤ cd(x0) must hold for some positive
constant c which does not depend on x0. The idea of the proof is to assume
that there exists a positive number M independent of x0 such that

u(x0) > Md(x0)(5.21)

and then to derive an upper bound forM . This implies that there is a constant
M ′ such that u(x0) ≤M ′d(x0). Let R = d(x0) and consider the ball BR(x0).
It is contained in Du. Since

div(a(x)|∇u(x)|p−2∇u(x)) + λb(x) = 0 in BR(x0) ⊂ Du,(5.22)

we can apply Harnack’s inequality cf. e.g. [10] and we have

inf
B 3

4R
(x0)

u ≥ cu(x0) > cMR.(5.23)

by (5.21). Since R = d(x0) the boundary ∂BR(x0) touches Nu in at least one
point. Let y ∈ ∂BR(x0) ∩Nu. After translation we may assume that y = 0.
Next we consider the ball BR(0). Let v̂ the solution to

div(a(x)|∇v̂|p−2∇v̂) + λb(x) = 0 in BR(0)
v̂ = u in ∂BR(0)

This is the same function as in (5.3). Thus v̂ ≥ u in BR(0) and (5.7) holds.
From (5.23) we deduce

v̂(x) ≥ cMR in B 3
4
R(x0) ∩BR(0).(5.24)
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We apply Harnack’s inequality once more and get

v̂(x) ≥ C∗ in B 1
2
R(0)(5.25)

with C∗ = cMR. We introduce the function

w(x) := C∗
(
e−µ|x|

2 − e−µR2
)

Direct computation gives

div(a(x)|∇w(x)|p−2∇w(x)) + b(x) > 0 in BR \B 1
2
R(0)

if µ is sufficiently large. (This is only true for p ≥ 2.) Since w = 0 in ∂BR we
get

w ≤ C∗ ≤ v̂ in ∂B 1
2
R(0).

The maximum principle then implies

v̂(x) ≥ w(x) ≥ cC∗(R− |x|) in BR \B 1
2
R(0).(5.26)

(5.25) then implies

v̂(x) ≥ cM(R− |x|) in BR(0)(5.27)

With exactly the same arguments as in [1] Lemma 3.2 we now derive from
(5.27) the inequality

cM |S| ≤
∫

S

|∇(u− v̂)| dx

for some set S in BR(0), which contains Nu ∩BR(0). This implies

cM |S| ≤
∫

S

|∇(u− v̂)| dx ≤ |S|1− 1
p




∫

S

|∇(u− v̂)|p dx



1
p

.

Hence

Mp|S| ≤
∫

BR(0)

|∇(u− v̂)|p dx ≤ c|Nu ∩BR(0)|

and this gives an upper bound for M . Hence we proved

u(x) ≤ cd(x)

for some positive constant c. Together with interior regularity estimates in
Du we obtain the result. ¤
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