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Finite energy solutions to the isentropic Euler
equations
Michael Westdickenberg

We consider the isentropic Euler equations of gas dynamics in one space di-
mension. They take the form of a system of hyperbolic conservation laws

0r0 + 0z(ou) =0

in [0, 00) x 2, (1.1)

O (ou) + 05 (ou® + P) =0
with suitable initial data (o, u)(t = 0,-) =: (g, @) to be specified later. For the
moment, let us consider the case 2 = R.. The first equation in (1.1), called the
continuity equation, decribes the local conservation of mass. Here o(¢,z) > 0
is the mass density at time ¢ € [0,00) and location x € R, and u(t,z) € R
is the Eulerian velocity. The second equation in (1.1), called the momentum
equation, models the local conservation of momentum.

The physics of the system is reflected in the equation of state, which deter-
mines the pressure P as a function of the thermodynamical quantities. Under
the simplifying assumption of entropy being constant in space and time, the
pressure is a function of the density only. We will consider the special case of
polytropic gases in the following, for which

P(r) :=xr? forallr >0, (1.2)

where v > 1 is the adiabatic coefficient and x > 0 is some constant. Physically
relevant choices are v = 1 + 2/n, where n € N is the number of degrees of
freedom of the gas molecules. The choice v = 2 plays a role in shallow water
models of compressible flows, where the pressure term in (1.1) represents the
influence of gravitation on the fluid layer.
A useful normalization, which we will assume throughout the paper, is
2
/@::0—, Gszg, )\::7377 .
v 2 2(v—1)

The significance of the constant A will be explained later. An interesting spe-
cial case (though of limited physical interest) is v = 3, for which A = 0.

(1.3)
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Let us integrate the continuity equation against the characteristic function
1(q,p) of some interval. Using the Gauss-Green formula we find that

0= [ (e +0stem) (1)1 0 @) da

d b

= | olt.aydo+ (9u()(t.b) — (ou)(t,a)

(formally). The integral on the right-hand side represents the amount of mass
contained in the interval (a,b) at time ¢. The second term is the flux. The
fact that the first equation in (1.1) is in divergence form in space and time
therefore implies the well-known conservation property: the change of mass
contained in the interval (a,b) as time evolves equals the flow of mass through
the boundary of the interval. Letting a — oo and b — —oo (and assuming
sufficiently fast decay of the flux at infinity), we obtain in particular that

% /R o(t,z)dx = 0. (1.4)

Since o(t,z) > 0 the integral in (1.4) is equal to the norm |o(t,-)| £ (r),

which gives us a first a priori bound that all reasonable solutions of (1.1) must

satisfy: If the mass is finite initially, then it remains finite at all positive times.

In fact, the total mass is constant in time. A similar remark applies to the

total momentum (the integral of (ou)(t, z) over R). But since the momentum

does not have a sign, the conservation of total momentum is not as useful.
Note that formally we can use the chain rule in (1.1) to obtain

0 = 0,(ou) + 9, (ou” + P(0))
= (&g + 8m(9u))u + Q(Btu + uaa:U) +0:P(0)-

The first term on the right-hand side vanishes because of the continuity equa-
tion. Dividing by ¢ we find that wherever ¢ > 0 it holds

1
O+ udyu+ =0, P(p) =0 in [0,00) x £2 (1.5)
o
(neglecting boundary terms). We have that %QJP(Q) = 0,U’(p), with internal
energy U(p) related to the pressure by the formula
P(r)y=U'(r)r—U(r) forallr>0.

The quantity U’(p) is called the enthalpy. For polytropic gases we have

Ul(r)

. K
v —

17“"Y for all r > 0.

Formally, the system of isentropic Euler equations (1.1) is therefore equivalent
to the continuity equation augmented by the velocity equation
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0= O+ u (9pu) +0,U'(0) in [0,00) x (2. (1.6)

Unlike the system (1.1), equation (1.6) is no longer in divergence form.
Again arguing formally, we can rewrite the continuity equation in the form

90 +u(9:0) + 0(0zu) =0,
which upon multiplication by U’(p) yields

0=0,U(0) +ud,U(o) + U'(0)0(8,u)
= 0,U(0) + 02 (U(o)u) + (U'(0)0 — U(0)) (9zu). (1.7)
=P(o)

On the other hand, when multiplying (1.5) by ou we obtain
0= i(3ou?) + 0, ((Sou? + P(o))u) — Plo) (D). (1.8)
Summing up (1.7) and (1.8) we find a new conservation law for the energy:
0=0i(3ou® +U(0)) + 0 (3ou® + Qo))u), (1.9)

where Q(r) := U(r) + P(r) for all r > 0. The term %ou? is called the kinetic
energy and U(p) is the internal energy. Arguing as we did for the continuity
equation, we obtain another a priori bound that any realistic solution of (1.1)
must satisfy: If the total energy is bounded initially, then it remains bounded
for all positive times. In fact, formally we obtain from (1.9) that

d

il (Lou® + U(0))(t, ) dx = 0. (1.10)

Notice, however, that this identity was derived under the assumption that the
solution consists of functions that are smooth in space and time. But it is well
known that solutions of hyperbolic conservation laws do not remain smooth,
even if the initial data is arbitrary regular. On the contrary, solutions typically
form jump discontinuities along codimension-one manifolds, which are called
shocks. In the context of gas dynamics, a shock may represent for example
the sudden increase in pressure that we hear as a sonic boom of an airplane
passing by. Mathematically, the correct way to handle the nonsmoothness of
solutions (which makes sense from a physical point of view as well) is to relax
(1.9) to a differential inequality: replace the = by an <. As a consequence,
we obtain an inequality in (1.10) too. Physically, this means that energy may
transition into a form that is not taken into account in the model, such as
heat. From the point of view of the model, such energy is being lost.
Another consequence of the fact that solutions of hyperbolic conservation
laws are nonsmooth, is that the solution concept must be adjusted: one must
consider weak solutions (the partial differential equations are to be satisfied
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in the sense of distributions). To understand what kind of information (1.1)
entails, let us consider a typical situation. There exists a (sufficiently) regular
curve in space-time, along which the conserved quantities (g, ou) of (1.1) are
discontinuous; see Figure 1. We denote by s the local speed of the curve, which

7 >

T

Fig. 1.1. Solutions may be discontinuous along shocks.

is called the shock speed. We further assume that for each time ¢ the left and
right limits of (o, ou)(t,z) exist as x approaches a point on the curve. We
indicate the left and right limits by a subscript — resp. +. If (g, ou) satisfy the
conservation laws (1.1) in the distributional sense, then the Rankine-Hugoniot
condition must be satisfied for each point (¢, ) along the curve:

—so] + [ou] =0, (1.11)
—slou] + [ou® + P(0)] = 0. (1.12)

Here [o] := 04 — 0 etc. We rewrite identity (1.11) in the form
—504+ + 04up = —So— +o_u_ =:J.

Since uy — s and u_ — s is the relative speed of the fluid compared to the
speed of the shock, the number J describes the amount of mass that is flowing
into the shock from either side. Obviously, conservation of mass requires that
whatever mass flows into the shock on one side must flow out of the shock on
the opposite side. We can simplify the identity (1.12), writing

Py =P = —uy (o4 (uy —8)) +u_(o-(u- —s)) = —(uy —u_)J.

Whenever J # 0, then any change in the pressure (equivalently, in the density)
across the shock must be accompanied by a change in velocity, and vice versa.
Notice that if the characteristics are parallel to the shock, thus uy =u_ = s,
then J = 0, which implies that Py = P_ and gy = p_. Consequently, there is
no discontinuity at all. (This is different with more than one space dimension.)
But if uy # u_, then also g4 # p_. One can check that it is not possible to
have a discontinuity with the density on one side being equal to zero.
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In this paper, we are concerned with the question of existence of solutions
to the isentropic Euler equations (1.1) globally in time. This question has been
studied extensively before in the literature. The first global existence result
was found by DiPerna [9] for the special values of v = 1+2/n with n an even
integer, using the compensated compactness method, which we will explain
in more detail below. His result was generalized in [1,3,7,8,15,16]. Global
existence of spherically symmetric solutions, which are basically one dimen-
sional, was considered by Glimm and Chen [2]. To avoid the difficulty of such
solutions becoming potentially unbounded near the origin, they constructed
solutions outside a ball around the origin only. The case of spherically sym-
metric flows in the whole space, including the origin where multi-dimensional
effects may occur, was treated in LeFloch and Westdickenberg [13].

The general strategy for constructing global solutions to the isentropic Eu-
ler equations (1.1) consists of three steps: First, find a sequence of approximate
solutions, which are usually solutions of an approximation to the problem:

e Discretization. By substituting difference quotients for the differential op-
erators one obtains finite difference schemes. The approximate solutions
generated this way depend on a small parameter like the grid length. This
approach allows us to compute approximate solutions numerically. More
sophisticated discretization leads to the Lax-Friedrichs scheme or to finite-
volume and finite-element schemes.

e Parabolic Regularization. By adding a higher-order differential operator
on the right-hand side of (1.1) one obtains parabolic equations, for which
existence of solutions can often be established. A simple example is

at@e + ax(geus) = 583:90@5

in [0,00) x R,
Op(0eue) + 0y (0cuZ + P(0:)) = €044 (0cue)

which is basically a perturbation of the heat equation. Here again € > 0 is
a small parameter. A more physical choice is to approximate the isentropic
Euler equations by the Navier-Stokes equation:

Oro: + am(Qeus) =0

in [0,00) X R, 1.13
at(@sus) + 0 (qug + P(Qs)) = EQ? Opale [ ) ( )

for some parameter o > 0. Since now the parabolic regularization only acts
on the momentum, existence of solutions to (1.13) is highly nontrivial. We
refer the reader to [10,14] for more details.

Other possibilities include relaxation, kinetic approaches, and more.

The second step to prove existence of solutions of (1.1) consists in showing
that the sequence {(0¢, 0-uc)}e>0 is relatively compact in a suitable space, for
example some Lebesgue space. Then it is possible to extract a subsequence
that converges with respect to some topology to a limit (o, ou).

Finally, pass to the limit and show that (o, gu) is a solution of (1.1).
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A number of issues arise when trying to implement the three-step strategy
outlined above. The first one involves the possibility of vacuum: Note that the
conserved quantities in (1.1) are the density ¢ and the momentum m := gu.
Rewriting the equations in terms of (g, m) we obtain the system

0o+ 0,m=0

Bim + <”Z)2 + P(g)) _o D[000) xR (1.14)

A problem may thus arise when ¢ = 0, that is in the vacuum. In order for all
terms in the momentum equation in (1.14) to be well-defined it is necessary
that m vanishes whenever ¢ vanishes. Thinking of ¢ and m as measures, we
require that m is absolutely continuous with respect the p. Then u is uniquely
determined as the Radon-Nikodym derivative of m with respect to g.

On a more technical level, the possible occurence of vacuum causes prob-
lems since the strict hyperbolicity of the hyperbolic system (1.1) disappears
when p approaches zero. The two characteristic speeds coincide.

The second issue is related to the question of regularity. To establish the
relative compactness of a sequence of functions, one typically needs uniform
bounds and some form of uniform regularity. Consider for example the classical
compactness criterion for sequences of continuous functions f,, € €' (1) with I
some closed interval, the Arzela-Ascoli theorem: If the sequence {f,}, is

1. uniformly bounded
2. equicontinuous

(which is true if the f,, are differentiable with uniformly bounded derivatives,
for example), then { f,, },, is relatively compact with respect to convergence in
the sup-norm. Assumptions like equicontinuity are not easy to check.

Asking for convergence in % . only (instead of uniform convergence) does
not improve the situation since still some form of uniform regularity must
be established to obtain relative compactness. Since solutions of (1.1) typi-
cally have jump discontinuities along codimension-one submanifolds, a natu-
ral approach is to look for uniform bounds in the space BV of functions with
bounded variation (functions whose distributional derivatives are measures),
but uniform BV-bounds are typically not available either.

What can be done?

There are two points to keep in mind: First, the relative compactness can
be with respect to an arbitrarily weak topology provided we can show that

(0-u2, P(0:)) — (ou®, P(0))

(along a suitable subsequence). In other words, the only thing that matters is
that we can pass to the limit in the nonlinear quantities that appear in the
conservation laws (1.1). Then we can show that (g, ou) is a solution.

Second, it is possible to derive additional regularity information by look-
ing at nonlinear quantities of (g, g-u.) and the partial differential equations
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they satisfy. As discussed above, it is natural to require that solutions of the
isentropic Euler equations satisfy an additional differential inequality

Oi(Sou* +U(0)) + 0. ((Sou® + Q(o))u) <0 (1.15)

in the distributional sense, which expresses the physically reasonable assump-
tion that no energy can be created. Since a nonpositive distribution is a mea-
sure and since the left-hand side of (1.15) contains differential operators, we
obtain an additional piece of information about the regularity of (g, ou).

We remark in passing that it seems to be kind of counterintuitive to impose
additional requirements on solutions (so-called entropy conditions) like the one
that (1.15) be satisfied in distributional sense: we do not even know whether
solutions exist at all! But it turns out that the right set of entropy conditions
actually helps in proving existence of solutions.

We proceed as we did before and try to find functions (g, u) and ¢(o,u)
with the property that if (g, ou) is a smooth solution of (1.1), then

(o, u) + 92q(0,u) = 0.

Since a priori we do not know anything about the particularities of the solu-
tion, we must cover all possible values of ¢ and u. The chain gives

1'(0,u) Oro + (9un)(o,w) Opu + q'(0,u) Ouo + (9uq) (0, u) Ozu = 0.
We use the ' to indicate the derivative with respect to o. Note that
00 = —u(0,0) — 0(0zu),
Ou = —u(0yu) — U"(0)(0r0),

because of the continuity and velocity equations. Therefore

| = /(e wu+ /(0. u) — (Gun) (e W)U ()] (Dup)
+ [ = @un)o, wyu + (Bug) (0, w) = 1 (0, w)o] (Da) = 0.
This equation is certainly true for all values of ¢ and u provided that

q'(r,v) = n'(r,v)v + Q) (r,0)U" (r)

forall » > 0 and v € R. 1.16
pq(r,v) =1 (r,v)r + (0yn)(r,v)v ( )

The set of differential equations (1.16) are called compatibility conditions, and
any pair (7, q) satisfying them is called an entropy-entropy flux pair. It is now
possible to eliminate from (1.16) the entropy flux ¢ by differentiating the first
equation by v, the second one by r, and setting both terms equal:

(@u1")(rv)v + 1 (r,0) + (Qoun) (r,0) U (r)
=" (r,v)r+n'(r,0) + (9un) (r,0)v,
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which after simplification yields the linear wave equation

U’ (r)

n"(r,v) = Oy (ryv) for all? >0 and v € R, (1.17)

where r plays the role of the time and v is the spatial variable. Notice that the
factor U”(r)/r > 0 for all r > 0, for our choice of internal energy. To obtain
solutions of (1.17), we must specify initial data at “time” r = 0. We consider
the family of weak entropies, which are characterized by

n(r=0,v)=0, 7n'(r=0,v)=1¢(v) forallveR, (1.18)
for suitable functions . One can check that solutions to (1.17) and (1.18)
exist and can be written as the convolution of g against the entropy kernel

A
x(s[r,v) = (7"29 —(s— v)2) for all s € R (1.19)
+

(recall the definition (1.3)). The function x is in fact the fundamental solution
of (1.17) with x(s|r = 0,v) = 0 and x/(s|r = 0,v) = §5(v), the Dirac measure
at position s € R. We stress the fact that x is the null function if » = 0.

For any function ¢ on R we now obtain a corresponding entropy

(r,v) / P(s)x(slr,v)ds forallr >0 and v € R. (1.20)

One can show that 7, is convex as a function of r and the momentum rv if ¥
is convex. We have the following identities for all » > 0 and s,v € R:

P(s) 1 s 1s?
(1.21)
Ny (1, 0) r TV irv? + U(r)
A similar representation is available for the entropy fluxes. We have
(r,v) / Y(s)o(s|r,v)ds forallr >0 and v € R, (1.22)
for any function ¥ on R and with entropy flux kernel o given by
o(s|r,v) := [(1 — 0+ Hs]x(s|7',v) for all s € R. (1.23)

Note that the entropy kernel x and the corresponding entropy flux kernel differ
only by a multiplication by a function. The factor is a linear combination of
the macroscopic velocity v and the kinetic velocity s.

Following the strategy outlined above, one can now introduce an entropy
condition as follows: among all weak solutions of (1.1) we are interested only
in those that satisfy in addition the family of differential inequalities
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Iy (0,u) + Ozqy (0, u) <O (1.24)

in the distributional sense, for all functions ¢ on R that are convex and qua-
dratic at infinity. These inequalities are called entropy inequalities and we
will refer to solutions of (1.1) satisfying (1.24) for all admissible v as entropy
solutions. Note that we restricted ourselves to function v such that

[¥(s)| < C(1+s%) forall seR,

the reason being that this way we can control the entropy 7y by the total
energy; see (1.21). This is a natural choice. Notice further that any distribution
with a sign is a measure, so (1.24) contains additional information about the
regularity of the solution (g, u). Formally (1.24) implies that

% Rnw(t,x) dr <0
in the distributional sense, so the total entropy at any positive time is bounded
above by the initial entropy. Let us immediately emphasize one subtlety of
our result: In this paper, we will discuss the existence of entropy solutions.
Our solutions will have finite total energy at each time (corresponding to the
entropy 7, with ¥(s) = %52 for all s € R). But our solutions will only satisfy
the entropy inequalities (1.24) for all convex and subquadratic 1:

i 20)

s—+too 1 —+ 32

=0.
The a priori bounds we can derive are not sufficient to pass to the limit in the
entropy flux when 1 grows quadratically at infinity; see Remark 1.7.

Let us pause for a moment to gather what we know so far.

1. Bounds. We expect that solutions of (1.1) satisfy

/ o(t,x)dxe < M
R for a.e. t > 0, (1.25)

/ (%Quz + U(Q))(t, x)der < E
R

for suitable constants M, E > 0 representing the initial total mass and
energy resp. The first inequality in (1.25) implies a uniform ! (R)-bound
for o(t, -). Since we consider polytropic gases, we even have o(t,-) € £7(R)
uniformly in time. For the velocity we find that (uniformly)

u(t,”) € L*R,o(t,-)) for a.e. t>0.

2. Regularity. Since we are interested in entropy solutions of (1.1), we con-
trol the divergences of certain nonlinear functions of (o, u):



10 1 Finite energy solutions to the isentropic Euler equations
Oiny (0, 1) + Opqy (o, w) is a finite measure

for a large class of convex weight functions ¥ on R. It is not obvious what
kind of regularity this information implies. It is most likely not enough
to establish BV-bounds, for example. For a discussion of the maximal
regularity one can obtain for scalar conservation laws, see [6].

We emphasize once more that the regularity information we obtain from the
entropy inequalities is fairly weak. We are going to show that this is neverthe-
less enough to prove strong precompactness of suitable approximate solutions,
and thus global existence of entropy solutions of (1.1).

Remark 1.1. Formally the isentropic Euler equations can be decoupled into
two transport equations: Let (g, u) be a solution of (1.1) and define

Zi=u+0" and z:=u-—o’. (1.26)
The functions Z and z are called Riemann invariants. Now note that
0% = dyu+ 00" 1 Oro
= ( — udyu — %9&5@29) + 9@9_1( —udz0 — gawu)
= ( — ulyu — 99‘98199) + ( — uﬁamge — Ggeazu)
= —(u+00")0,(u+ 0");

see (1.3). A similar computation can be done for 9;z. Defining

W(Z,2) =u+00° and w(z, z):=u—00°
(recall identities (1.26)), we find that the Riemann invariants satisfy
WZ+w(Z,2)0,Z2=0 and 0Oiz+ w(z,2)0,z=0.

Remark 1.2. In one space dimension one can construct solutions (g, u) to the
system of isentropic Euler equations (1.1) that are uniformly bounded in £
(assuming of course that the initial data is uniformly bounded). These bounds
are stronger than the ones we listed above: finite total mass and energy. Our
bounds are much more natural, and they are the only (known) bounds that
still work if we introduce some geometry into the problem. Consider

Or(0A) + 0z (0uA) =0

) in [0, 00) X £2, (1.27)
Or(ouA) + 0. (ou”A) + A9, P(p) =0

for suitable 2 C R and some function A: 2 — R. We look at two cases:
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1. Spherically symmetric flows. We want to solve the multi-dimensional
isentropic Euler equations, under the particular assumption that the so-
lutions are invariant under rotations. In this configuration, the problem is
essentially one-dimensional. Then we have {2 := (0, 00) (the independent
variable = € 2 now represents the distance from the origin) and

d—1

A(z) := wyx for all z € £2,

with d > 1 the space dimension and wy the area of the unit sphere in R¢.
One can imagine (we are not aware of a rigorous proof for this conjecture,
though) that a spherically symmetric wave travelling towards the origin
creates an unbounded density when hitting zero. In fact, this significant
increase in density, and thus pressure, is what makes inertial confinement
fusion work, and what lets stars collapse under their own gravitational
field to form a black hole. A uniform .#>°-bounds for solutions of (1.27)
does not appear very plausible in this geometric setting. On the other
hand, the total mass and total energy — now defined as

/ o(t,z)A(z)dx and / (2ou® +U(0))(t,z)A(z) dx
o) o)

for a.e. t > 0 — are still finite if that is true for the initial data.

2. Nozzle flows. We consider flows through a pipe with varying cross sec-
tion, whose diameter is given by the function A: 2 — [a,a] with 2 :=R
and suitable constants 0 < a < @. Again it is difficult to prove uniform
Z>°-bounds for solutions of (1.27) because of the influence of the geom-
etry. If the flow is forced through a region where the cross section of the
pipe is small, then the density will increase. But again the natural bounds
on total mass and total energy hold without any difficulties.

For the modified system (1.27) we can reuse all entropy-entropy flux pairs
we have already identified for the flat case (1.1). We just have to slightly adapt
the entropy inequalities, which now take the form

O (nw(& U)A> + 0y (qw(& U)A> + (@un&,(@, u) — gy (0, U))@A <0

in distributional sense. Here ’ indicates the derivative with respect to o. In the
following, we will only consider the flat case with A = constant for simplicity.
Moreover, instead of actually studying the existence problem (which would
require finding a suitable approximation) we will only consider the question of
stability: We will assume that we already have a sequence of entropy solutions
of (1.1) satisfying some uniform bounds to be specified, and then show that
we can extract a subsequence that converges to another entropy solution of
the isentropic Euler equation. This approach allows us to highlight how to
establish strong convergence and how to pass to the limit in the nonlinear
quantities, without being slowed down by the details of the particular ap-
proximation we are using to construct the sequence in the first place. The
presentation is based on [13] to which we refer the reader for details.
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1.1 Compensated Compactness

The technical tool that allows us to prove strong convergence of sequences of
(approximate) solutions to the isentropic Euler equations (1.1) is the method
of compensated compactness, which was introduced in the seventies by Murat
and Tartar [17,20] and has been spectacularly successful in a host of situations
since. In this section, we will try to motivate and explain the compensated
compactness method. We follow loosely the presentation in [5].

Let us start by looking at two examples, which highlight the difficulties
that arise in weakly convergent sequences of functions. The first example is

fn(z) :=sin(nz) for all x € [0,1] and n € N.

For any fixed n the function is bounded pointwise by one and smooth, but as
n — oo the f, oscillate faster and faster. There are uniform bounds, e.g.

fn € .,2”1([0, 1]) and ||an31([071]) <2

for all n. But we do not have any uniform regularity for the sequence. The
derivative f!(x) = ncos(nx), for example, becomes large in any Lebesgue
norm as n — 0o. One can then show that {f,}, does not converge strongly in
any .Z?([0,1])-norm with 1 < p < co. The sequence does, however, converge
weakly. The idea behind weak convergence is that instead of computing a
norm, we simply test the sequence against a suitable family of test functions.
That is, we integrate the f,, against some function ¢ and check the convergence
of the corresponding sequence of integrals, which is a sequence of numbers.
One can show that for all ¢ € £>°([0,1]) we have

/0 frn(x)p(x) dr — 0. (1.28)

We say that the sequence {f,}, converges weakly in #1([0,1]). The weak
limit is the zero function. There are different weak convergences. They differ
by what the set of test functions is. Typically the uniform bounds one can
establish for the sequence of functions limits what is the right space of test
functions. After all, the integrals in (1.28) must be defined.

Let us consider some subset 2 C R? and some exponent 1 < p < co. We
say that a sequence of functions f, € ZP({2) converges weakly to f € £P({2)
(we describe this fact using the short-hand notation f,, — f) provided

/ fo(@)p(x) de — / f(@)p(x)dx for all g € L(12),
Q o)

where ¢ is conjugate exponent defined by 1/p+1/g = 1. Note that the Holder
inequality guarantees that the integrals are indeed well-defined. The weak con-
vergence in £P({2) implies that the sequence {f,}, is uniformly bounded in
ZP(£2), which therefore is a necessary condition. In some sense, boundedness
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is also sufficient: One can show that for any sequence { fy,},, of functions that
are uniformly bounded in .£?({2), there exists a subsequence (still denoted by
{fn}n for simplicity) and some function f € £P(2) such that f,, — f. Thus
uniform boundedness implies weak precompactness. No regularity is required.
This extremely useful observation follows from the Banach-Aalaoglu theorem
and the fact that for 1 < p < 0o, the Lebesgue spaces are reflexive.

The situation is a bit more complicated for p = 1 or p = oo, since then the
reflexity of £P({2) is lost. One can define a notion of weak convergence for se-
quences in £ (£2) (which is called weak* convergence) by testing against all
functions on .Z1(§2). One still obtains precompactness of uniformly bounded
sequences in .Z°°(£2). For p = 1, however, uniform boundedness is not suffi-
cient to obtain weak convergence, as our second example demonstrates:

gn(x) :=nl1/y) forallz€0,1] and n € N.

The sequence {gy,}, is uniformly bounded in #1([0,1]) (the norm of each g,
is equal to one), and the g, converge to zero for all z. So the zero function is
again the natural candidate for the weak limit. If we choose ¢(z) := 1 for all
x € [0,1] (which clearly is in .2°°([0, 1]), then we find that

/0 gu(@)p(w) dr —> 1 £ 0

as n — oo. The difficulty in this example is that the sequence {g,}, exhibits
a concentration. The g, converge to an object that is no longer a Lebesgue
measurable function but a measure (namely the Dirac measure located at the
origin). Therefore uniform boundedness in .#1(£2) is typically not sufficient to
have precompactness and weak convergence (up to a subsequence) to a limit
element in .#!(£2). An additional assumption is needed to rule out possible
concentrations. It is sufficient, for example, to have uniform boundedness in
ZP(2) with p > 1 (the functions g,, above are not uniformly bounded in any
ZP(]0,1]) if p > 1). Alternatively, one can consider weak convergence in the
space . ({2) of all finite measures instead, which is defined by testing against
continuous functions (that vanish at infinity in case {2 is unbounded). This
convergence is called weak* in the sense of measures. Since () C .#(£2),
any uniformly bounded sequence {g,}, in -Z*(£2) admits a subsequence that
converges weak™ towards a finite measure. This is often enough.

The problem with weak convergent sequences of functions is that they do
not play nicely with compositions with other functions. Let us again consider
the sequence of functions f,, defined above. We have that f,, — 0 weakly in
any Z?([0,1]) for 1 < p < oo, or weak* in Z>°([0,1]), or weak* in the sense
of measures. But what happens if we consider a new sequence of functions h,,,
defined as ccompositions h,, := ¢ o f, of f, with a suitable function ¢? Even
if {h,}, converges weakly to some limit, in general we have that

weak limit of {h,}, # ¢(weak limit of { fn}n).
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For example, the sequence of functions h,(z) := (f.(z))? converges weakly
to the constant function 1/2, which is different from the weak limit of {f,},
(the zero function) squared. Weak convergence therefore does not commute
with compositions of functions, unless the function is linear.

There exists a tool that captures the behavior of a weakly convergent
sequence and thus allows us to represent the weak limit of compositions of
the sequence with nonlinear functions. This tool is called a Young measure.
We first consider a special situation. Let 2 C R¢ be an open set and con-
sider a uniformly bounded sequence of functions U* € .#>°(£2, R™). Extract-
ing a subsequence if necessary, we may assume that U¥ — U weak* in
L>(2,R™) (testing against .Z'-functions) for suitable U € £><(2,R™). If
¢ is any continuous function on R™, then the sequence of compositions ¢(U*)
(contains a subsequence that) converges to ¢ weak™ in .2 (£2). Typically, we
have ¢ # ¢(U). But there exists a (weakly measurable) map

v: 2 — PR™M),

with Z(R™) the space of Borel probability measures on R™, with the prop-
erty that for all continuous functions ¢: R™ — R we have

o(U") — [ oly)v(dy) = (¢) weal* in £(22). (1.29)
R’"L
The assumption of weak measurability of v ensures that the map = — (¢)(x)
for x € (2 is Lebesgue measurable and an element in .£°°(§2). The Young
measure is therefore capable of capturing the local statistics of possible oscil-
lations in the weakly convergent sequence {U¥}; in such a way that the limit
of compositions can be represented. In fact, one can show that

Vg = }13(1) kli)nolo o) dyr(eyd§  for ae. z € 02,

Note that the integral in the right-hand side is a convex combination of prob-
ability measures, which is again in Z2(R""). We emphasize that once we have
the Young measure it is no longer necessary to extract subsequences. For any
continuous function ¢ we know the weak* limit the ¢(U*) converge to.

The proof of this result relies again on the Banach-Alaoglu theorem and
weak* precompactness. We sketch the argument. Let K € R™ be a compact
set that contains the range of U* for all k. Such a compact set exists because
the sequence {U*}}, is assumed to be uniformly bounded in .£>°(£2, R™). We
then consider the maps v™: 2 — P (K) defined by

VE = 0yr) forae x e, (1.30)

with d,, the Dirac measure located at y € R™. Then the sequence

{v*}; is uniformly bounded in .£>°(2, Z(K)),
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the space of weakly measurable and essentially bounded maps from (2 into
the space of probability measures on K. This space is the topological dual of
the space of absolutely integrable maps from (2 into € (K):

(#@wx)) = 2202 2(K),

and so by Banach-Alaoglu theorem one can extract a weak* converging sub-
sequence (testing against elements in £ (§2, ¢ (K))) whose limit is the Young
measure. Then (1.29) follows from the definition of weak* convergence.

Here is a quick example: Let §2 := [0, 1] and consider U*(z) := sin(kz) as
above. Then the corresponding Young measure is given by

dy
T/ 1 —y?
One can check that the integral with respect to y over R is indeed one, so v,

is a probability measure. Choosing ¢(y) = y for all y € R, we obtain that the
sequence {U¥}, converges weak* in .£°°(£2) towards

vy (dy) = for all z € 2.

@@ = [ yualdy) =0 forallae o
R
by symmetry. The choice ¢(y) = y? for all y € R yields
1
(o)(x) = / v v (dy) = 5 for all € £2,
R

thus {(U*)?}; converges weak* in £°°(£2) to the constant function 1/2. One
can show that ¢(U*) — ¢(U) weak* for all ¢ € €(K) if and only if

Ve = 0p(y) forae. x € 2. (1.31)

In this case, we even have strong convergence in ZLP (92) for any p < oo since
(1.31) implies the convergence U¥ — U in measure, which in combination
with the dominated convergence theorem gives convergence in the norm.

Remark 1.3. Since the sequence {U*};, is uniformly bounded in .£*°(£2, R™),
we can find a compact subset K C R™ that contains the range of all U*. The
compactness of K ensures that the Young measure v, which is obtained as a
weak™® limit of the measures in (1.30), is again a probability measure for a.e.
x € 2. Otherwise, it may happen that v, (K) < 1 for some x € (2.

It we want to generalize the Young measure concept to sequences that
are only uniformly bounded in ZP(£2, R™) with p < oo, then it can become
necessary to compactify the range of U* for all k. That is, to embed R™ into a
larger set that is compact. We may, for example, construct a compactification
of R™ (which is obviously not compact) by adding a single point represent-
ing infinity and by introducing a suitable topology on this larger set that is
consistent on R™ (in terms of convergence of point sequences) with the usual
topology induced by the Euclidean norm. This compactification is called the
Alexandroff or one-point compactification. Other choices are possible.
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We already mentioned that sequences that are only uniformly bounded in
Z1(2,R™) may converge weak* towards a limit that is no longer a Lebesgue
measurable function, but a measure. It is possible to construct Young measures
that are capable of capturing not only the oscillations, but the concentrations
as well. We are not going to use these constructions. Instead we will only use
the fact that for any uniformly bounded sequence {U*}, in .£*(£2, R™) there
exists (after extracting a subsequence if necessary) an element

v e L0, P(R™))

(still called a Young measure) with the property that

p(UF) — (¢) = [ o(y)v.(dy)

Rm
weakly in Z1(£2, R™) for all ¢ € € (R™) for which the sequence
{#(U*)} is equi-integrable. (1.32)

The additional condition (1.32) precisely rules out the occurrence of concen-
trations. As was already mentioned before, the uniform boundedness of ¢(U*)
in some .ZP(§2) with p > 1 is sufficient for (1.32) to hold.

Weak convergence of sequences and composition with nonlinear functions
are incompatible in general. It may happen, however, that a special structure
of the nonlinearity allows us to pass to the limit anyway. The prime exam-
ple of this kind of phenomenon is the so-called div-curl-lemma. Consider the
following situation: Let £2 C R? be open and let {G*};, and {H*}; be two
uniformly bounded sequences of functions in .#?(£2, R?). Assume that

GF — @G

o g weakly in .22(£2,R%). (1.33)

We assume some limited regularity on G* and H* in the form

{div G*},,

(curl B, are precompact in 1 (2, R%). (1.34)
Here 771 (£2,R?) denotes the usual negative Sobolev space, the dual of the
space (12, R?) of functions in .#2(§2, R?) vanishing at the boundary of 2,
whose distributional derivatives are square integrable. Note that (1.34) is not
sufficient to show that either sequence {G*};, or {H*} converges strongly in
£2(02,R%). We have, however, the following weak continuity

GF-H* —~G-H (1.35)

in the distributional sense. The existence result we are about to present is
based on the convergence (1.35). The basic idea behind its proof is to cleverly
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rewrite the scalar product. Note first that without loss of generality, we may
assume that H vanishes. Otherwise we replace H* by H* — H and use

G H—G-H

weakly in .Z?(£2,R?%), by assumption (1.33) and the definition of weak con-
vergence. We then consider solutions ®* of the Laplace equation

APF = HY  in 0,
ok =0 in 012.
By elliptic regularity theory, we find that
P* e A2, RY N2 (02,RY),

loc

and the corresponding norms are uniformly bounded. Then we have

" — 0  weakly in #27(2,RY),
divd® — 0 weakly in AL (2,RY),
curl @ — 0 strongly in £, (2, RY).
The third statement follows from the identity curl ®* = A~!(curl H*) and the
assumption (1.34). We now define V¥ := H* — grad div®#*. Then

VF = diveurl® — 0 strongly in .Z2.(2,R%).
We can then rewrite the scalar product G* - H* in the form
G* . H* = GF.vF + G* . grad div "
=G VF 4 div (Gk(div @k)) — (div G*)(div &%).
Now notice that sequences of products of two functions, one of which converges
weakly, the other one converges strongly, converge in the distributional sense

to the expected limits. Since weak convergence in 4! (£2, R%) implies strong
convergence in .42 (2, R%) one can check that

GF. vk —0
G*(divd*) — 0 in the distributional sense,
(div G*)(div®*) — 0

from which the weak continuity (1.35) follows.

1.2 Finite Energy Solutions

In [13] we proved global existence of solutions to the isentropic Euler equations
(1.1) assuming only the natural bounds of finite total mass and energy. We
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developed a compactness framework that allowed us to consider flows where
geometric effects play an important role, such as nozzle flows or the multi-
dimensional case with spherical symmetry. In this section, we will outline the
main steps of the proof. Some details will be provided in the following sections.
Let us start with a rigorous definition of the solution concept.

Definition 1.4. Let initial data (9,u) be given with finite mass and total en-
ergy. A pair of measurable functions (o,u) : [0,00) x R — [0,00) xR is called
an entropy solution with finite mass and energy (or a finite energy solution,
for short) to the isentropic Euler equations (1.1) if the following is true:

1. The total mass is conserved in time:
/ o(t,x)dx :/ o(x)dx  for a.e. t = 0. (1.36)
R R

2. The total energy is bounded in time:

/ (50u® +U(0))(t, ) dx < / (300° +U(0))(x)dz  for a.e. t > 0.
R R
(1.37)

3. The entropy inequalities are satisfied for all conver, subquadratic i :
Oy (0, u) + 02qy(0,u) <0 in 2'([0,00) x R). (1.38)
4. The initial data is attained in the distributional sense.

The conservation laws (1.1) follow from (1.38) when choosing 1 (s) = +1
for all s € R, or ¢(s) = %s; see table (1.21). As mentioned before, it is natural
to expect that (1.38) holds for quadratic ¢ as well, but we do not have a proof
for this conjecture. The assumptions (1.36) and (1.37) imply that

0€ 2([0,00), Z' N L' (R)) and wu € L>([0,00), L*R,0)). (1.39)

This implies the following bound on the momentum:

m:= ou € £7([0,00), L' N.LP(R)), p:= % > 1. (1.40)

We can now state the main result of the paper.

Theorem 1.5 (Global Existence). Consider the isentropic Euler equations
(1.1) for a polytropic gas with adiabatic coefficient v > 1. For any initial data
with finite mass and total energy, there exists a finite energy solution.

As explained above, we are not going to present an existence proof, but in-
stead only discuss the stability of solutions: we consider a sequence {(0n, un)}n
of finite energy solutions of (1.1) in the sense of Definition 1.4 for suitable
initial data {(2n,%n)}n, and show that there exists a subsequence (still de-
noted by {(on,un)}n) that converges strongly towards another finite energy
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solution. We assume that the sequence {(@n, i, )} converges in a sufficiently
strong sense that we can pass to the limit in nonlinear terms at initial time,
and that the intial total mass and energy are bounded uniformly by constants
M > 0 and E > 0 resp. The latter implies uniform boundedness of g, uy,
and the momentum m,, := g,u,, in the spaces (1.39) and (1.40).

Extracting a subsequence if necessary, we may assume that there exists a
Young measure v € .Z2°([0,00) x R, Z([0,00) x R)) such that

&(On, un) — (P(r,v)) := / o(r,v) v.(dr, dv)

[0,00)xR

weakly in #!

loc

([0,0) x R), for all ¢ € €(]0,00) x R) for which
{d(0n, un)} is locally equi-integrable in [0, 00) x R. (1.41)

One can show that the condition (1.41) is satisfied for all entropies 7, with ¢
convex and quadratic, as well as for entropy fluxes ¢, with % subquadratic.
This implies the existence of a measure-valued solution of the isentropic Euler
equations: The total mass and energy are bounded in the sense that

/R<r>(t,m) dm:/Rg(m) dx
[Gr svenea @< [ (o + @)@
R R

for a.e. t > 0,

and the following entropy inequalities hold in the distributional sense:

at<n¢(ra 1))> + 0y <qw(rv ’U)> <0 (142)

for all ¢ that are convex and subquadratic. The initial data is attained in the
distributional sense. Recall that (1.42) implies the continuity and momentum
equations by choosing ¥ constant and linear resp.

The assumption (1.41) follows from a careful analysis of the asymptotics
of (r,v) = (ny(r,v), qp(r,v)) and the following higher integrability:

Lemma 1.6. There exists a constant C > 0 such that for all T > 0

sup ess sup / (gn|un|3 + Ql+0)(t,y) dt » <C. (1.43)
n yeR [0,7]
We postpone the proof of Lemma 1.6 until Section 1.4 and refer the reader
to [13] for further details on how (1.41) can be derived from (1.43).

Remark 1.7. The higher integrability result of Lemma 1.6 is sufficient to prove
that the sequence of energy fluxes (corresponding to the entropy flux g, with
quadratic 1)) is uniformly bounded in .#*! locally: We have
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2/3 1/3
/ o7 |un| dx < (/ o371~ 1)/2 dac) (/ on|tn)? da:) (1.44)
K K K

for all K C R compact. But (3y—1)/2 = v+6, and so (1.44) can be bounded
in space and time locally. But a local bound in %! is not enough to pass to the
limit — even if there are no oscillations — because of potential concentrations.
Therefore we do not have a local energy inequality, only a global one.

The remaining step in the proof of the stability result is to show that the
measure-valued solution just obtained is in fact a weak solution. That is, to
prove that we can pass to the limit in the nonlinear terms so that

(g (r,v)) =ny(o,u) and  (gy(r,v)) = gy (o, u) (1.45)
almost everywhere in [0, 00) x R, where (g, u) are defined by
0:=(r) and ou:= (rv).

As discussed earlier, a sufficient condition for this to be true is that the Young
measure V(; ) is concentrated almost everywhere, i.e., a Dirac measure located
at the position (o(t, z), u(t,x)). To obtain this result we use the compensated
compactness method in the form of the div-curl-lemma.

We again work with entropy-entropy flux pairs (1, gy ), but this time we
consider functions v that may not be convex, but are smooth and compactly
supported. One can show that in this case the entropy dissipation

0Ny (0n, Un) + 032Gy (0n, uy) is a finite measure (1.46)

for all n. The measures in (1.46) are signed measures that depend on ¥, but
their total variation can be bounded uniformly in terms of the bounds M and
FE on the initial mass and energy. The entropy-entropy flux pairs themselves
can be controled using the following higher integrability estimate:

Lemma 1.8. For any T > 0 there exists a constant C' > 0 such that

n

sup/ ol (t, x) dr dt < C. (1.47)
[0,T]XR

More precisely, one can show that for any pair ¢, ¢’ € 2(R) it holds

77¢(Qn7 Un) —_— <771/) (Ta

0 (0n tn) — (gu(r weakly in £+ ([0,00) x R), (1.48)

N (Ons Un )Mt (Ons Un) — (N

weakly in .. ([0,00) x R).
nd)(gnv u’rL)qw’(Qna un) — <77
(1.49)

Again we postpone the proof of Lemma 1.8 until Section 1.4, and we refer

the reader to [13] for details on how the weak convergence in (1.48) and (1.49)
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can be derived from (1.47). Let us just mention that the uniform bound (1.47)
implies that the Young measure v has the property that

/ Ty (dr,dv) < 0o ae. in [0,00) x R. (1.50)
[0,00)xR

Since the space of finite measures on [0, 00) x R is compactly embedded into
the Sobolev space 7/1(;1’p(R2) for 1 < p < 2, and since the left-hand side of

(1.46) is uniformly bounded in 77" (R?) with y+1 > 2 because of (1.48),
Murat’s lemma (see [18]) implies that the sequence

{0y (0, wn) + 02y (0ns un)}n is precompact in 7. ' (R?), (1.51)

loc

for all ¢ € Z(R). Consider now the vectors

G, = (W;(Qmun)> and H, := (—qwf(gn,un))
L]w(Qmun) W/(Qmun)
with 1,9’ € 2(R). Because of (1.48), the sequences {G,}, and {H,}, are
uniformly bounded in %2 _(R?). Moreover, because of (1.51) we have that

loc
{divG,}n

are precompact in 1 (R?
{curl H, },, P P (R

loc

(in R? the curl is just the divergence of the rotated vector). Then the div-
curl-lemma tells us that the scalar product G,, - H,, is weakly continuous in
the distributional sense. Using (1.49), we obtain the identity

(=M + gy ) + (Ne)(ay) — (qp){ny) =0 (1.52)

as a function in .Z! _(R?) and thus pointwise a.e. in R?, for all ¢,¢ € Z(R).
(We did not indicate the dependence on (r,v) to simplify the formula.) But
since the entropy-entropy flux pairs are obtained by integrating corresponding
kernels (see (1.20) and (1.22)) with respect to s € R, we actually have

[ (60t + 066 + (o) o) ~ o) ()
RxR
x )(s)y'(s')dsds’ =0 for all ¥,9" € Z(R).

Again this identity holds almost everyhwere in R2. Since the test functions
1,1’ are arbitrary, we finally find that for almost every (¢,z) € R? the prob-
ability measure v(; ;) has the property that for a.e. 5,s" € R

(=x(s)a(s) + o (s)x(s) + (x(5))(o(s) — (o (s)){x(s)) = 0. (1.53)

We call (1.53) the div-curl-commutator identity, and we will show in the next
section that a probability measure satisfying the div-curl-commutator identity
must be a Dirac measure or supported in the vacuum {(r,v): r = 0}. Since all
entropy-entropy flux pairs (1y(r,v), gy (r,v)) vanish for r = 0 for all v € R,
we obtain (1.45), which concludes the proof of the stability result.



22 1 Finite energy solutions to the isentropic Euler equations

1.3 Young Measure Reduction

In this section, we are going to prove that any probability measure that sati-
fies the div-curl-commutator identity is a Dirac measure or supported in the
vacuum. It will be convenient to work with the Riemann invariants (z, z) asso-
ciated with (1.1), rather than with the physical variables (g, u). For simplicity
of notation, we will consistently denote pairs of numbers such as (z, z) by the
corresponding bold symbol z := (Z, z). We have that

Z(p,u) =u+ 0 and z(p,u) =u— o, (1.54)

which is equivalent to

o(z) = <ZZ)1/0 and u(z) = -2, (1.55)

2
We consider entropies and entropy fluxes as functions of z on

H:={zeR* 7>z},

H:=HUV with
V:={zcR* 7 =12z}

We will refer to V' as the vacuum. The entropy kernels take the form

xsl9) = (- 9)s - 2)

U (1.56)
o(s|z) = <05 +(1-0) i

)l
for all z € H and s € R (cf. (1.19) and (1.23)). For any v € £(H) let

(@) := /H o(a)v(da) for all ¢ € €(H).

We say that the probability measure v satisfies the div-curl-commutator iden-
tity if (1.53) is satisfied for a.e. s,s’ € R. We have the following result:

Theorem 1.9 (Young Measure Reduction). If v € Z(H) satisfies
/ W(a)v(da) < co  with W(a):=1+ o(a)”™!
H

and the div-curl-commutator identity, then v is either a Dirac measure located
at some point in H, or the support of v is a subset of the vacuum V.

In the following, we will only consider the case v € (1,5/3]. The result can
be extended to the full range of adiabatic coefficients v > 1, by using slightly
different arguments. We refer the reader to [4] for further details.
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Lemma 1.10. Let v be the probability measure of Theorem 1.9 and define the
map s € R (x(s)). Then (x) € €*(R) for all a € [0, \], and so

S:={seR: (x(s)) >0}

is open. If S is empty, then v(H) = 0. If S is nonempty, then define numbers
z:=infS and Z := supS (both possibly unbounded). Then S = (2,Z) and

sptrn{ac H:a<zorz<a}=0. (1.57)

Proof. Note that the function f(¢) := (1 —*)} is bounded and Holder con-
tinuous with Holder exponent A\. We write the entropy kernel in the form

s —u(a)
p(a)?
where p(a) and u(a) are defined by (1.54). We then obtain
p IR =X g D) = S0
s#s! |S - 5/|a t£t! |t - t/|a
< Cp(a)(Q/\—a)O ,

x(s|la) = p(a)?* f( > for (s,a) € R x H, (1.58)

with C' > 0 some constant that does not depend on a. We also have
sup |x(sla)| < p(a)**’.
seER
Since 0 < (2A — a)f < 1 for all a € [0, A], we can now estimate
_ /
|<X(8)> <X(S )>‘ :sup|s—s / X(s|a)u(da)—/ X(s’\a)u(da)
s#s! H H

S/|a
< [ sup DD X
h H s#s’ |s — s

<c/ W(a) v(da
H

which is finite by assumption on v. The function (x) is bounded:

/|—a

sup
s#s! |S -

sup |{x |—sup’/ sla)v(da)
sER s€ER

\/sup|x sla)| v(da) < /W
H seER

This shows that (x) € C*(R) for all a € [0, A], so S is well-defined and open.
We show next that S can be represented in the form

s= |J @a. (1.59)

acspt vnNH
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Indeed assume that a € sptv N H. Then we have v(B.(a) N H) > 0 for all
r > 0, by definition of support of a measure. Therefore we obtain

(x(s)) > /B R ) >0

at least for all s € R with the property that x(s|a’) > 0 for all a’ € B,.(a).
This implies (a + r,@ —r) C S. Since r > 0 and a were arbitrary, we get the
D inclusion in (1.59). For the converse direction, suppose that

(x(s)) = /H x(sla’) du(a’) > 0 (1.60)

for some s € R. Since x vanishes in the vacuum V, in (1.60) we can restrict
integration to H. Then v({a € H: a < s < a}) > 0, so there exists at least
one point a € sptv in that set. Then s € (a,a), and (1.59) follows. If now S
is empty, then (1.59) implies that spt v N H = &, thus v(H) = 0.

Let us now assume that S is nonempty. We define z, Z as in the statement of
the lemma. Then we argue by contradiction and assume that S is disconnected.
Since S is open, there exist numbers z < ¢ < € < Z and € > 0 such that

{ (x(s)) =0 fors €7,
(x(s)) >0 forse(c—e,c)U(c,c+e).
In view of (1.59), this implies that
spprN{ac H:c<aanda<tc}=g. (1.61)
Choosing s € (c—e¢,c¢) and s’ € (¢,¢+¢) we use assumption (1.53) in the form

(
{(=x(s)a(s") + a(s)x(s)) _ (o(s)) _ (a(s))
)

(x(s)) {x(s")) C () ()

which is well-defined since (x(s)){x(s")) > 0. Now note that x(s|a)x(s'|a) =0
for all a € sptv, by (1.61) (see Figure 1.3). We obtain

(1.62)

—x(sla)o(s'|a) + o(s|a)x(s'|la) =0 for all a € sptv,
so the left-hand side of (1.62) vanishes. For the right-hand side we can estimate

(o(s)) _ s<X(S)> o (ux(s) . o
oy~ Py HE Ty S fese

Here, we have used that on the one hand

sptx(s|-)Nsptr c {fae H:a<cfuV c{aceH:ula)<c}UV

in view of (1.61) (see again Figure 1.3) and, on the other hand, v can not be
entirely concentrated at one point where x(s|a) = 0 since {x(s)) > 0.
With the analogous estimate

(o) _ g X(sD) {ux(s"))
{(x(s)) {(x(s)) {(x(s))

we obtain from (1.62) that 0 > ¢ — ¢ > 0, which is a contradiction.

+(1-90) > 0s'+ (1 —0)c > ¢,
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a
sptx(s’l)

sptx(s|-) spt v

spt X (sl-Jx(s'l-)

=]

sptx(s|-) Nsptv

Fig. 1.2. The product x(s|-)x(s’|-) lives outside spt v.

1.3.1 Expansion of the entropy kernels

In order to show that the probability measure of Theorem 1.9 is concentrated
at one point, we must understand how the entropy-entropy flux kernels behave
under fractional differentiation with respect to s. For A > 0 and suitable
functions f: R — R we define the operators

Df =F'(|-*'Ff), df:=F '(i||[*sign(-)Ff) (1.63)

in the distributional sense, where F denotes the Fourier transform. We have

Df(s) = %(df(s)) (1.64)
D(sf(s)) =sDf(s) + (A + 1)df(s). (1.65)

We now apply these operators to the function f(s) := (1 — s%)} with s € R.
According to [11], its Fourier transform is given by

Ff(z) = 2T(A+ Dl 2051 0(02)) (1.66)

for all z € R, where I" denotes the Gamma function and Jy/ is the Bessel
function. Despite the singular factor in (1.66), the function Ff is bounded,
due to the decaying properties of the Bessel function. We have

df = cF! (| : |*1/2Fg), (1.67)
where c is some constant and the function g is defined for all z € R by

Fg(z) := isign(z)Jy41/2(2])-

The inverse Fourier transform of | - |~/ induces a fractional integration op-

erator, called Riesz potential (see [19]). Therefore (1.67) is equivalent to
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df(s) =C|- |72 xg(s), seR, (1.68)

with C' some new constant. Since Fg is an odd function, we can express the
inverse Fourier transform in terms of the inverse Fourier Sine transform and
obtain the following explicit formula (see [12]):

g(s) = \/Zsign(s) /000 Irt1/2(2) sin(z]s|) dz
sin(()\ + 1) arcsin |s|)

V1 —s2

= gsi n(s .
- \/; sn(e) cos(()\-l-%)%) 169

s| > 1.

; |s| < 1,

sz |
Vs? — 1(|s| +Vs? — 1)

Note that g decays like |s|~(**3/2) as |s| — oo and diverges like |1 — |s||~1/2
as |s| — 1. This implies g € LP(R) for all p € [1,2). By the Hardy-Littlewood-
Sobolev theorem (see [19]), we then have df € L9(R) for all ¢ € (2,00). The
singular behavior of df and D f is decribed in the following proposition.

Proposition 1.11 (Fractional derivatives). Let f(s) = (1 — s*)% for all
s € R, and define the fractional derivatives Df and df by (1.63). Then there
exist constants A;, i = 1...4, and functions v, ¢ € WHP(R) for p € [2,00),
such that in the distributional sense we have the following expansions:

df(s) = Ay (H(s + 1)+ H(s = 1)) + s Ci(s + 1) = Ci(s — 1)) +1(s),
Df(s) = Ay (3(s +1) +8(s = 1)) + A2(PV(s + 1) = PV(s - 1))
+ Ag(H(s + 1) = H(s = 1)) + Ay Ci(s + 1) + Ci(s = 1)) + ().

Here 0§ is the Dirac measure, PV is the principal value distribution, and H
denotes the Heaviside function. The function Ci is the Cosine integral

[e%s} 5t s] st — 1
Ci(s) ::—/| %dtzC—HogLsH—/o %dt, seR, (1.70)

with C > 0 some constant. For simplicity, we will treat the distributions § and
PV as if they were functions. The coefficients Ay and Ao are not both equal
to zero. Moreover, if v = (M + 2)/M with M € N odd, then Ay = A4 = 0.

Remark 1.12. By Sobolev embedding, the remainders are Holder continuous:
We have r, ¢ € C“(R) for all exponents « € [0, 1). In particular, the functions
are bounded. Moreover, we get ,q € W,5P(R) for all p € [1, 00).
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We refer the reader to [13] for a proof of Proposition 1.11. It is used to
find expansions for the entropy kernel. Note that

() = play 7 (0

Therefore the chain rule implies the identities

), (s,a) e R x H.

dx(sla)
— p(a) <A1 (H(s —a)+ H(s — a)) + A, ( Ci(s — a) — Ci(s — a))>
+p(a)“r<W), (1.71)
Dx(s|a)

— p(a)™ (Al (5(5 —a)+6(s — a)) + Ay (PV(S —a)—PV(s— a)))
+ p(a)?*-D) <A3 (H(s —a)— H(s — a)) + A ( Ci(s — a) + Ci(s — a)))

+ p(a)?O=b ( — A42010g p(a) + Q(W)) (1.72)

in the distributional sense in s for all a € H. Using (1.56) and the product rule
(1.65) we obtain similar identities for the entropy-flux kernel . For v = 5/3
we have Ay = A4 =0, so (1.71) and (1.72) do not contain PV and Ci.

1.3.2 Proof of the reduction result

We choose nonnegative test functions ¢, ¢’ € 2(R) with support in the in-
terval [—1,1] and with integral equal to one. For ¢ > 0 we put

pe(s) =7 lp(s/e),  wi(s) =79/ (s/e)
for all (s,e) € R x (0,1). We then mollify the entropy kernels: Let
Xe(sla) == x([a) xp=(s), o=(sla) :=o(|a) * ¢<(s)

for all (s,a) € R x H, and define (x.,o.) analogously, using the mollifier ¢,

€
instead. We assume that ¢ and ¢’ are chosen in such a way that

7= /RXRH(t = ) ()¢ (5) = pls)¢/ (1)) ds at (1.73)

is a positive number. As shown in [3], this is always possible.
The proof of Theorem 1.9 relies on the following two propositions.
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Proposition 1.13. There exists a constant B > 0 depending only on \ and
Z defined in (1.73) such that for any nonnegative ¢ € Z(R) we have

lim <Dxa( )DL (t) — Do (DX (8) ){(x(1) )< (1) dt

e—0
=5 / X(@)¢(@) + (x(2))¢(a)) v(da).

Proposition 1.14. For any test function { € Z(R) we have

lim | (x(DoL(t) — o()DX.(H) }(Dx-(0)<(1)

e—=0 Jr

= lim <X(t)DJs(t) — O'(t)DXs( ><DX5 >C

e—0 Jr

We refer the reader to [13] for proofs of Propositions 1.13 and 1.14. Let us
show how they imply Theorem 1.9. We multiply (1.53) by (x(¢)) and get

((£)7(s") = (o)) ) (x(8)) = ((x5))( () = (o)) (x()) ) (1)
for almost all (s,s’,t) € R3. Cyclic permutation of the variables yields
(X)) = ()0 (x()) = () (B) = (o) (x(D)) (x(5)):
(x(t)o(s) = o (t)x(s) Y (x(s)) = ((x®)(0()) = () (x()) ) (x(5")-
Summing up all terms, the right-hand sides cancel out, and we find
(x(5)o(s") = a(s)x(s) ) {x(®))
= (Mo (s) = o (Ox(s) ) (x(5)) = (x(Dr(s) = o (D)x(5) }{x(5)).

We apply the fractional differentiation operator D with respect to s and s, and
then integrate against the mollifiers ¢ (t — s) and ¢L(¢t — s’) as defined above.
Finally, we multiply the resulting terms by some nonnegative test function
¢ € 2(R) and integrate in ¢t over R. Then

/R <DX€(t)Do;(t) - Das(t)DX;(t)><X(t)>C (t) dt
_ /R <X(t)Da;(t)—a(t)DX;(t)><ng(t)>C(t)dt
_/R<X(t)D0€(t)—U( )Dx. (1) ><DX5 ))¢(#)

According to Proposition 1.13, the right-hand side converges to zero as € — 0
since the two terms have the same limit. Proposition 1.14 describes the limit
of the left-hand side. Sending € — 0, we arrive at the identity
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B [ o)~ ((@)c(@ + (x@)C(a)) vids) =0 (174

The integrand in (1.74) is nonnegative. Choosing a monotone sequence of test
functions ¢, € Z(R) with 0 < {x < 1 and (, — 1 as k — oo, we get

/ p(@)'~(x(@)) v(da) =0 and / p(@)'~ (x(a)) v(da) =0,  (1.75)
H H

by monotone convergence. Recall that the constant B is strictly positive.
Consider the interval S = (z,%) defined in Lemma 1.10. If S = &, then the
representation (1.59) implies that sptv C V. If S # &, then we find

sptl/ﬂ{aeH:6>Eorg<§}:®,

see Figure 1.3. Since (x(s)) > 0 for all s € S, from (1.75) and (1.59) we get

v sptv

1]

Fig. 1.3. The sptv is either the point z or the vacuum V.

sptuﬂ{aEH:g<g<§}:® and sptuﬂ{aEH:g<6<E}:®;

see again Figure 1.3. Therefore the measure v must be contained in the vacuum
V and in the isolated point z := (z,%) € H. We make an ansatz

v=(1—w)vy +wd, forsome w € [0,1],

with vy a probability measure supported in the vacuum V. Using this measure
in the commutator relation (1.53), we find the identity

(w—w?) ( — x(s|z)o(s'|z) + a(s|z)x(s’|z)) =0 forae. s, s €R.
For some s, s’ € S with s # s’ the second factor does not vanish, which implies

that w € {0,1}. If w = 0, then v is supported in the vacuum V. If w = 1, then
v is a Dirac measure at the point z. This proves Theorem 1.9.
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1.4 Higher Integrability

In this section, we will sketch the proofs of the two higher integrability results
Lemma 1.6 and 1.8. The first result follows from the entropy inequality (1.38)
for a suitable choice of nonconvex weight function 1.

Proof (of Lemma 1.6). We only sketch the argument and refer the reader to

[13] for more details. We choose 9(s) := £s|s| for all s € R (which is noncon-

vex) and consider the corresponding entropy-entropy flux pairs (1, gy ). One
can show that the following holds in the distributional sense:

(9t77w(9n7un) + awqw(gnaun) = tn (176)

for every n, with p,, a signed measure on [0, 00) x R whose total variation can
be bounded uniformly in terms of the bounds M and F on the initial total
mass and energy. We now integrate (1.76) against 1jo 71x[y,00) (¢, ). Applying
a standard approximation argument, we obtain that

/ q¢(Qnaun)(tvy) dt
(0,77
= / 77¢(Qn7un)(T,l‘) dx — / 7711}(9717“%)(0733) dx
[y,00) [y,00)

+ / n (dz, dt) (1.77)
[0, 7] x[y,00)

for a.e. T € [0,00) and y € R. We used that the entropy flux gy (on, u,) decays
at infinity for any ¢ > 0 (because of the bound (1.48)). Now

/ finld, dt)] <,
[0,T]x [y,00)

with C' > 0 some constant depending on M and F only. Moreover, we have

sup
n

sup’/ Ny (0n, un)(t, ) dz| < sup/ (30nul +U(0,))(t, x) dz
n [y,00) n JR

for t € {0, T}, which is bounded by E. We used that the total energy is the
second s-moment of the entropy kernel x, and therefore dominates 1, with
as above. Finally, we use the fact that there exists § > 0 such that

qy(r,v) > 5(r\1}|3 + 7"”’“9) for all (r,v) € [0,00) x R.

We refer the reader to [16] for a proof. Then the result follows.

Lemma 1.8 follows from a commutator estimate.
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Proof (of Lemma 1.8). For every n there exists hy,: [0,00) x R — R with
Othy = —opu, and  Oyh, = op (1.78)
in the distributional sense, and for which
0< hp(t,z) <M for ae. (¢ ). (1.79)

Indeed we observe first that a function h,, satisfying (1.78) always exists since
the continuity equation (which is satisfied by (on,u,)) implies that the mixed
second derivatives of h,, commute. We notice that for almost every ¢ > 0, the
map z — hy,(t, z) is absolutely continuous and nondecreasing. Since the total
mass is preserved we conclude that for a.e. £ > 0 we have the identity

xli)n;o h(t, ) — xEIPoo ho(t,z) = M. (1.80)

On the other hand, since for any ¢ the functions (g,u,)(t,-) decay at infinity
because of (1.40), the first identity in (1.78) implies that

0 Pl ) = I Bn(0,2)

for a.e. t > 0. Normalizing h,, so that lim,_, o h,(0,z) = 0, we get (1.79).

Step 1. We will prove that h,, is locally Holder continuous in both vari-
ables, with constants that are bounded uniformly in n. The Hélder continuity
of h, in space follows easily from (1.37) and (1.78): Let K C R be a compact
subset. For all points z1,z2 € K we can then estimate

ess sup |hy, (¢, 22) — hy(t, 21)]
>

=

T2
< ess sup/ on(t, z) dx
t>0 T

T2 1/~
< |we — J:1|('7_1)/'Y ess sup (/ ol (t,x) dx) .

20 .
The second factor can be estimated by (1.37). We find

ess sup | (t, ©2) — ha(t,21)] < Chlwg — 21|V, (1.81)
>0
with C; > 0 some constant depending on F.
To prove the Holder continuity in time we first fix a mollifier 5 with the
standard properties o5 > 0, [ ¢5dz = 1, and spt 5 C (=4, d). The parameter
0 > 0 will be chosen later on. We obtain from (1.81) that for all z € K

e%mﬂ<L%@_wm@m@>—mwm

t>0

<ClAwa(m—y)\m—y\(W‘l)/”dy

< 015(7—1)/"/_
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For any t1,t2 > 0 and x € R we therefore get that
|hn(t2, @) = hn(t1, )|

<2016”‘””+’/ es(x —y) (halt2,y) — hn(t1,)) dy‘
R

to
:2cl<s<v—1>/v+‘ [/ W—y)(gnun)(t,ymydt\. (1.82)
t1 R

Now note that the energy bound (1.37) implies the estimate

ess sup/ |(0ntin)(t, )2/ OFY da
>0 JR

1/(v+1) v/ (v+1)
< ess sup (/ ol (t,x) dm) (/ (onu?)(t, ) dm)
>0 R R

<Oy, (1.83)

with Cy > 0 some constant depending on E. Using this in (1.82) and optimiz-
ing in &, we arrive at the following estimate: for any t1,t5 > 0

ess sup |hy, (t2, ) — hp(t1, )
zeR

< 20,60-D/7 4 Cé’YH)/QV‘|@“Lw(R)5—(v+1)/2~/|t1 — 1o

< 03|t1 _ t2|2(v—1)/(37—1)

for some constant C's > 0. This establishes the first part of the lemma.

Step 2. Let ¢, be a standard mollifier in R? and, after extending h,, by
zero to all of R?, define the smooth function h,, . := h,, * ¢.. The following
identity is true in the distributional sense in [0, 00) x R:

Oy (gnun hnﬁ) + 0y ((gnui + P(0n)) hnﬁ)

_ {8t(gnun) + 0o (002 + P(en>)} fine

+ {Qnun (Oihne) + (onul + Plon)) (8zhn,g)}.

The first term on the right-hand side vanishes because of the momentum equa-
tion (which is satisfied by (on, un)). Moreover, we have hy, . — hy, uniformly
on compact sets as ¢ — 0, by the Holder continuity of h,, just established.
We have dih, . — O¢hy, and O,hy . — Ophy, in ZL ([0,00) x R). By
boundedness of (g, u,) and (1.78), we find that in distributional sense

P(on)on = 0 (Qnun hn) + a;c((@nu% + P(Qn)) hn) (1.84)
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We test (1.84) against a monotone sequence of functions ¢ € 2([0,0) x R)
with 0 < ¢x < 1 and (¢ — 1o 7)xr for some 7" > 0. We have

ess sup [ [(aua)(t,)| o
R

>0

1/2 1/2
<essowp ([ otorae) ([ (odieaa)
t>0 R R

which can be estimated against v2M E. Since the total energy vanishes at
infinity for any ¢ > 0 (see (1.79)), the last term in (1.84) does not contribute.
Since h, > 0 is uniformly bounded by M, we obtain that for all n

) t,r)dxdt < . .
vl drdt <2M\2MFE 1.85
[0,T1xR

This concludes the proof of the lemma.

1.5 Navier-Stokes Equations

As mentioned in the introduction, there are various ways to generate sequences
of approximate solutions to the isentropic Euler equations that could be used
to established global existence of solutions to (1.1) by proving that a suitable
subsequence converges strongly. One method that is very interesting from the
physical point of view is to start from solutions of the Navier-Stokes equations:
One considers a sequence {(ge, uc)} of solutions of

ath + 69:(195”5) =0

in [0,00) X R, 1.86
at(@sus) + 0y (qug + P(Qs)) = €0,z U [ ) ( )

where € > 0 represents the physical viscosity. The long-standing conjecture
has been that in the limit of vanishing viscosity e — 0, the solutions of (1.86)
converge to solutions of the isentropic Euler equations (1.1). A mathematical
proof of this conjecture, however, has been found only recently by Chen and
Perepelitsa; see [4]. Their argument largely follows the strategy outlined in
the previous sections, but there is one very interesting new ingredient: a new
bound on the derivative of the density g.. Let us briefly sketch this result and
show the connections to the framework above.

We first remark that — similar to the case of the isentropic Euler equations
with additional geometric effects — it seems not possible to establish uniform
Z°-bounds on solutions (g, u.) of the Navier-Stokes equations (1.86). The
natural bounds of finite total mass and total energy, however, again apply
without any difficulties. One can show that solutions (g.,uc) of (1.86) exist
for suitable initial data (g, @) and satisfy an energy inequality like
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T
1, 4,2 ) de )2 ) d
/R(296 2+ U(e))(T,x)d +s/0 /R(a )2 (t, ) da dt

< / (300 + U(0)) () dz < . (1.87)
R

(The actual energy inequality in [4] is more complicated than the one in (1.87)
since the authors consider the perturbation around a fixed background profile
with strictly positive density everywhere in R, which obviously cannot have
finite mass. We skip some details to simplify the presentation.) Let us mention
in passing that proving existence of solutions to (1.86) is not trivial at all since
the parabolic regularization affects only the velocity, and not the density.

The uniform bounds implied by (1.87) yield weak* precompactness of the
sequence {(o¢, uc) }e and convergence (along a subsequence) towards a suitable
measure-valued solution of (1.1). To obtain strong convergence, the assump-
tions required for the compensated compactness method need to be checked:
for all smooth and compactly support @ the entropy dissipation

315%(&7%) + 395%(95»“5) (188)
must belong to a strongly precompact subset in % 1([0,00) x R). In slight

loc
abuse of notation, we may consider the entropy-entropy flux pairs (7, sz) as

functions of the density g. and the momemtum m, := p.u.. We find
Oy (02 u2) + Datp(02 1) = 0s (VE (O (02, me) VED, 1))
— Oumy (02, me) €|0puc |
— Ogm (0e,Me ) VEDz 0c VEDpue

in the distributional sense. Because of the inequality (1.87), the term /20, u,
is uniformly bounded in .#2([0, T] x R) for all T > 0. The new estimate in [4]
is that also the density is more regular. More precisely, the term /0?1 (9, 0.)

is uniformly bounded in .#2([0,7] x R). One can then show that
Haum'r]w(gaa me) E|azua|2 + agmnzp(«gsy me) \EazQe \Eazus
< CH (\/gaa:um \/‘ggg_1<a’v95)) H,sz([O,T]XR)’

which is uniformly bounded, for all smooth and compactly supported . Here
C > 0 is some constant that depends only on . Similarly, one has

IVE (@ (0eme) VEOse) || o o1y xm) < CVE|VEDaue

for a suitable constant C' > 0 that only depends on . The right-hand side
converges to zero as € — 0. Then Murat’s lemma (see [18]) implies the strong
precompactness of the entropy dissipation (1.88). By repeating the arguments
of the previous sections, one can show that the Young measure found earlier
is concentrated a.e., and so the the measure-valued solution is actually a weak
solution of the isentropic Euler equations; see [4] for more details.

21([0,T]xR)

Z2([0,T]xR)



References

(1]

[7]

[11]

[12]

[13]

G. Q. Chen, Convergence of the Laz-Friedrichs scheme for the system of equa-
tions of isentropic gas dynamics. I1I, Acta Math. Sci. (Chinese) 8 (1988), no. 3,
243-276.

G.-Q. Chen and J. Glimm, Global solutions to the compressible Fuler equations
with geometrical structure, Comm. Math. Phys. 180 (1996), no. 1, 153-193.
G.-Q. Chen and P. G. LeFloch, Compressible Euler equations with general pres-
sure law, Arch. Ration. Mech. Anal. 153 (2000), no. 3, 221-259.

G.-Q. Chen and M. Perepelitsa, Vanishing viscosity limit of the Navier-Stokes
equations to the Euler equations for compressible fluid flow, Comm. Pure Appl.
Math. 63 (2010), no. 11, 1469-1504.

C. M. Dafermos, Hyperbolic conservation laws in continuum physics, Third,
Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of
Mathematical Sciences], vol. 325, Springer-Verlag, Berlin, 2010.

C. De Lellis and M. Westdickenberg, On the optimality of velocity averaging
lemmas, Ann. Inst. H. Poincaré Anal. Non Linéaire 20 (2003), no. 6, 1075—
1085.

X. X. Ding, G. Q. Chen, and P. Z. Luo, Convergence of the Laz-Friedrichs
scheme for the system of equations of isentropic gas dynamics. I, Acta Math.
Sci. (Chinese) 7 (1987), no. 4, 467—480.

, Convergence of the Laz-Friedrichs scheme for the system of equations
of isentropic gas dynamics. II, Acta Math. Sci. (Chinese) 8 (1988), no. 1, 61-94.
R. J. DiPerna, Convergence of the viscosity method for isentropic gas dynamics,
Comm. Math. Phys. 91 (1983), no. 1, 1-30.

E. Feireisl, Dynamics of viscous compressible fluids, Oxford Lecture Series in
Mathematics and its Applications, vol. 26, Oxford University Press, Oxford,
2004.

I. M. Gel'fand and G. E. Shilov, Generalized functions. Vol. I: Properties and
operations, Translated by Eugene Saletan, Academic Press, New York, 1964.
I. S. Gradshteyn and I. M. Ryzhik, Table of integrals, series, and products,
Sixth, Academic Press Inc., San Diego, CA, 2000. Translated from the Russian,
Translation edited and with a preface by Alan Jeffrey and Daniel Zwillinger.
P. G. LeFloch and M. Westdickenberg, Finite energy solutions to the isentropic
Euler equations with geometric effects, J. Math. Pures Appl. (9) 88 (2007),
no. 5, 389-429.




36

[14]

[15]

[16]
[17]
18]

[19]

[20]

REFERENCES

P.-L. Lions, Mathematical topics in fluid mechanics. Vol. 2, Oxford Lecture
Series in Mathematics and its Applications, vol. 10, The Clarendon Press Ox-
ford University Press, New York, 1998. Compressible models, Oxford Science
Publications.

P.-L. Lions, B. Perthame, and P. E. Souganidis, Fzistence and stability of en-
tropy solutions for the hyperbolic systems of isentropic gas dynamics in Eulerian
and Lagrangian coordinates, Comm. Pure Appl. Math. 49 (1996), no. 6, 599
638.

P.-L. Lions, B. Perthame, and E. Tadmor, Kinetic formulation of the isentropic
gas dynamics and p-systems, Comm. Math. Phys. 163 (1994), no. 2, 415-431.
F. Murat, Compacité par compensation, Ann. Scuola Norm. Sup. Pisa Cl. Sci.
(4) 5 (1978), no. 3, 489-507.

, L’injection du céne positif de H™* dans W9 est compacte pour tout
g < 2, J. Math. Pures Appl. (9) 60 (1981), no. 3, 309-322.

Elias M. Stein, Singular integrals and differentiability properties of functions,
Princeton Mathematical Series, No. 30, Princeton University Press, Princeton,
N.J., 1970.

L. Tartar, Compensated compactness and applications to partial differential
equations, Nonlinear analysis and mechanics: Heriot-Watt Symposium, Vol.
IV, pp. 136-212.



